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Abstract

We classify simple symmetries for an Ornstein-Uhlenbeck process, describing a particle
in an external force field f(x). It turns out there are nontrivial symmetries only if
f(z) is at most linear. We fully discuss the isotropic case, while for the non-isotropic
we only deal with a generic situation (to be defined in detail in the text).

1 Introduction

Symmetry analysis is since a long time one of the key tools to attack deterministic nonlinear
differential equations, both ordinary and partial [IH7]; actually, what is nowadays known
as Lie theory was created by Sophus Lie precisely to study nonlinear (ordinary) differential
equations. The special case escaping an efficient use of Lie theory is that of Dynamical
Systems, i.e. sets of first order ODEs [8HI1].

From the point of view of Physics, there is a class of Dynamical Systems which has
a special status, i.e. that corresponding to Newtonian Mechanics of point particles in a
force field, possibly with dissipation:

{@i = (1/m) Fi(x,v,t) M)

In this case one actually sets the equations as a second order system,
i = (1/m) F'(x,%,1) (2)

which also allows for an efficient use of Lie theory.

@©) The author(s). Distributed under a Creative Commons Attribution 4.0 International License


http://arxiv.org/abs/2106.00310v4

]OCI’] m p[ Symmetry of the OU process 129

These equations do generally admit no symmetry, and when F' is time autonomous they
are generically invariant under time translation only; but for certain forms of F', other
symmetries can arise. (In the frictionless case and for F' arising from a potential ®(x),
these symmetries immediately lead — through a variational formulation in Lagrangian
terms and Noether theorem — to conserved quantities.)

The description of a physical system as an isolated system only subject to a given
external (maybe potential) force and with no dissipation is of course in many — if not all —
physical situations only an idealization of a more complex situation, in which dissipation
is present, and other forces beside those taken into account are also present. In many
cases, dissipation can be described in terms of a friction force (not necessarily linear, but
however depending on the velocity v), and the extra forces can be described in terms of a
stochastic perturbation.

In other words, the ideal system (1) should be replaced by the system of Ito stochastic
differential equations [12HIS] depending on independent Wiener processes w'(t),

dz' = v'dt, 3)
dv' = (1/m) [Fi(x) — Av']dt + oduw' .

This is also known as the Ornstein-Uhlenbeck process for a point particle of mass m in
the force field F(x) [19,20].

It should be noted that from the point of view of Ito equations, this is a degenerate
system, in that the associated diffusion matrix is in this case a degenerate one,

D:a<g§>. (4)

Symmetry of Stochastic Differential Equations (SDEs) has been studied only in rela-
tively recent years [21H27.29H47]. By now, a sound formulation of the theory is available,
and we know how to use symmetries to integrate — or reduce the order of — SDEs [29-38].
In studying symmetries of SDEs, it is customary to assume that the diffusion matrix has
full rank; this already shows that the equations (3B]) may have special properties from this
point of view.

The question we want to tackle in this note, at least for the simplest case of homogeneous
and isotropic dissipation and homogeneous and isotropic (but we will also consider the
“generic” — in a sense to be specified later on — anisotropic case) stochastic perturbation,
is that of classifying the symmetries of the stochastic system (3)) with diffusion matrix ().

We will assume the reader to be familiar with the basics of Lie theory for (deterministic)
differential equations [IH7], and recall the relevant concepts and formulas concerning
symmetry of stochastic differential equations in Sect[2] below, referring to the literature
for further detail.

It is appropriate to mention here some general matters concerning the notation we will
use in this work.

As customary in discussing symmetries, we will only consider continuous ones (i.e. Lie
symmetries); Lie symmetries are in fact the only ones which can be used to integrate
or reduce the equations. By a standard abuse of notation we will routinely denote as
“symmetries” the infinitesimal generators of these.
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By “an equation”, we will always mean possibly — and actually, generally — a vector one,
i.e. a system of coupled scalar equations. Summation over repeated indices will always be
understood. We will also use the shorthand notation

0 ~ 0 0
0 = — ; O = — ; O = — . 5
T 0 R T auk T T o (5)

A number of Remarks will address side questions, which can be safely skipped on a

first reading.

Remark 1. It should be noted that other forms of the noise terms could be considered:
e.g. in the context of population dynamics, it would be natural to have noise coefficient
proportional to |z| (environmental noise) or to \/m (demographical noise), as discussed
in [4I]. Our choice (@) is the natural one in view of the Mechanical origin of the equation

@). ©

Remark 2. As well known, to any Ito equation corresponds a Stratonovich equation; the
correspondence between the two has actually some subtle point [I8]. There is also, as
should be expected, a correspondence between symmetries of an Ito equation and those
of the corresponding Stratonovich equation [I5127,128,[34,37]; see in particular [28], also
for correction to previous literature. Here we will only work in the Ito framework, but a
completely equivalent (up to the subtle points mentioned above) Stratonovich formulation
would also be possible. ©)
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2 Symmetry of stochastic differential equations
Let us consider a general Ito equation
dz' = fix,t)dt + o) (x,t)dw (6)

where w® = w¥(t) are standard independent Wiener processes [12-18], and i,k = 1, ..., n.
In the applications of symmetries to integration of the Ito equation, one is mainly
interested in simple symmetries, i.e. in those not affecting time; the reason for this lies
in Kozlov approach [29431] connecting simple symmetries to integration — or at least
reduction [35] — of stochastic equations.
In this case the most general generator of (continuous) symmetries reads

; 0 0 , ~
X = ¢l@tw) oo + Watw) 5 = @0 + W oy (7)

As discussed in detail in [40] (see in particular Section VI and Lemma 1 in there), the
functional form of the A* is actually strongly constrained: it results that

R (z, t;w) = Rijwj, (8)
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with R a matrix in the Lie algebra of the linear conformal group,

O(n) x (Ry)"™ ; (9)
in practice, R is the sum of a diagonal and a skew-symmetric matrices,

R=D+ 5, Dij :T’Z‘(Sij , Sj' = —Sij . (10)

Thus, with the shorthand notation introduced above, we have to consider symmetry gen-
erators of the form

X = oz, t;w) 0 + kawmé\k , (11)
with R as specified by (I0).

Remark 3. Actually the most general acceptable action on the time coordinate is a
reparametrization of this, see again [40], or [32H34]; this would correspond to a term
7(t)0; being inserted in X. Thus very little is lost in restricting to simple symmetries
even from the point of view of classifying general symmetries — beside the fact that,
as already mentioned, non-simple symmetries cannot be used in the Kozlov integration
scheme [29H31135]. ©

Remark 4. Let us recall some convention used in the literature. Symmetries with R = 0
and ¢ not depending on w are called deterministic symmetries; those with R = 0 but with
at least some ¢ depending on some w are called random symmetries. Symmetries with
R # 0 are also called W-symmetries to emphasize that they affect the Wiener processesEI.
It should be stressed that while the previous classes of symmetries are special cases,
W-symmetries are actually the most general case, and the name serves to stress that
“full advantage is taken” of all the possible dependencies — and hence of all possible
transformations. In the following we will find convenient to have a collective name for all
symmetries but W-symmetries; we will refer to deterministic and random symmetries as
regular symmetries. O]

As shown in Lemma 3 of [40], the determining equations for general (hence W) sym-
metries of the Ito equation (6l are

. S o 1 .
ae' + (P o' — P Ooif") + 546 = 0, (12)
At + <0jk8j<,pi — 8j0ik) — o' R" = 0. (13)
Here and below, A is the Ito Laplacian [12HIE]
. 82 ) 82 ” 82
- jk ik T\J
8 Z [5 Dwiowk 20 oriowk + (007) 23 dxk (14)

Jk
At some point it will be convenient to have a standard notation for referring to these

equations; we will then refer to the i-th equation in (IZ]) as £%, and to the equation with
indices i,k in (I3) as E£°,.

The condition on R seen above descends from the requirement to map the independent Wiener pro-
cesses into independent Wiener processes; the effect of the conformal factor R4 can be absorbed into the
diffusion coefficients o and this is hence allowed. See [32[40] for details.
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Remark 5. The equations ([I2]) are a “first block” of n equations, while (I3]) are a “second
block” of n? equations. Note that the latter only depend on the diffusion coefficients o* o
but not on the drift coefficients f%; equations in the first block depend on ¢ through
the Ito Laplacian. It will thus be generally convenient to study the equations starting
from those in the “second block”. We will also refer to equations in the two blocks as
the “f-determining equations” and the “o-determining equations”, respectively, albeit -
as mentioned above - this is not completely correct (as the f-determining equations also

depend on o through the Ito Laplacian). ®

Remark 6. Examples of the determination and applications of W-symmetries for Ito
equations are provided in [40]; see also [32] for deterministic and random symmetries. ®

Remark 7. Asrecalled above, the theory could also be developed in terms of Stratonovich
equations; the determining equations for W-symmetries of a Stratonovich equation are also
discussed in [40]; see also [32[34,[35] for their deterministic and random symmetries. ©

Remark 8. W-symmetries have been used to integrated the logistic equation with multi-
plicative noise (which has a relevant role in Mathematical Biology) [41]; the symmetries
of scalar equations with multiplicative noise have been completely classified [42]; this is
equivalent to the classification of equations in such a class which can be integrated by the
Kozlov approach [29H31138]. ®

3 Invariants of stochastic differential equations

The work of R. Kozlov [36H38] stresses the relevance of invariants for Ito equations. Given
the equation (@), which will now be denoted as E, we say that

O = O(x,t;w)

is an invariant for the equation if the differential of ® computed along the equation van-
ishes. We have, with standard (Ito) calculus,

(@) () o+ [(5) = 300,

(08 (. o 20\ ., . (0O
— <axi> (rlae + o'ydu®) + <W> du® + <E> dt
1

+ 5 [A©)] dt

O\

Thus the requirement dO|g = 0 amounts to n + 1 equations,

<§2> o' + <%> =0 (k=1,..n); (15)
(52) 7+ (5) + 5 1801 = 0. "

If the equation (@) admits an invariant O, then the invariant will not change along the
evolution described by the equation; it is thus obviously convenient to change variables
(x,w), taking O to be one of the new variables.
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It should be noted that such a change of variables will in general be possible only locally
(due to singularities of the Jacobian); a relevant exception is obtained when © is a linear
function of its (x?, w*) — or at least of the z* — arguments.

Example [3l1. [30] Consider the geometric Brownian motion equation (here «, 8 are real
constants)
dr = axdt + Brdw;

for this the function
L 9
© = z exp |— a—gﬂ t — Buw(t)

is an invariant. ©

4 The algebraic structure of symmetries of an Ito equation

It was shown in [36] that:

Proposition dl1. The commutator of two symmetry generators Xy, Xs for a given Ito
equation is still a symmetry generator.

Proof. This is shown by direct computation in [36]. The same conclusion can be
reached by recalling the correspondence between symmetries of an Ito equation and of
the corresponding Stratonovich equation. The structure of the determining equations for
symmetries of a Stratonovich equation shows immediately that the commutator of (vector
fields having as coefficients) two solutions is still a (vector field having as coefficients) a
solution. ®

Corollary [@.1. The symmetry generators of an Ito equation form a Lie algebra.

Proposition [4.2. If X is a symmetry generator for the Ito equation, then Y = aX is a
symmetry generator if and only if o is an invariant for the same Ito equation.

Proof. This is shown also in [36], but we give here a simple direct proof.
In fact, the determining equations for Y = ¢'9; with ¢* = ayp® read
. . ) ; o1 . X 1 o1 ;
o |0 + [O50" — ¢’ 0 f* + §A(pz] - <6ta + ot §Aa> ot 2 Qla, ¢l = 0 (17)
« {@cpi + Ujkajcpi — QDjajO'ik:| + ((ia + ojkaja) o = aain‘jk (18)

Here we have denoted shortly by Q the term, arising from A(a'), containing first order
derivatives; this is given explicitly by

Qo] = (ha)(Due) + o |(Du) (O3¢") + (910) (Brp')|
+ 070! (9;0)(") - (19)

For deterministic or random symmetries (i.e. regular ones, see Remark 4), we have R = 0,
i.e. the r.h.s. of the second set of equations is identically zero.

If X = ¢'0; is a symmetry generator, the term in square bracket in (7)) is zero, and
the term in square bracket in (I8]) is just cR. On the other hand, if « is an invariant, the
terms in round brackets are zero.
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Thus we only have to show that Q[a, '] = 0. This follows at once rewriting (I9) as
Q = [(5;@) <5k<,0Z + o'* 8j¢i> + ok (0;) <5k<,0Z + otk Oggpi)]
= (@a + od¥ 8ja> ((igp’ + otk 8gcpi) ;
again, the term in the first bracket vanishes since « is assumed to be an invariant. ®

Remark 9. There may seem to be a contradiction between assuming the entries of R to
be constant and considering the vector field Y = aX with « a function. But this function
is by definition a constant on the dynamic defined by the Ito equation, so the entries of
aR are also constant on this dynamics. ®

Corollary [4.2. The symmetry generators of an Ito equation have, beside the structure of
Lie algebra, also that of a Lie module.

Remark 10. These properties correspond to those for symmetries of a deterministic
dynamical system [2]. ©)

Remark 11. The discussion in Sect.IX of [32] seems to be in contradiction to this. The
reason is that in there the restriction on the functional form of h(x,¢; w) introduced in
Sect2], i.e. h(x,t;w) = Rw, was not implemented (as the need for this restriction was
only discussed in the later paper [40]). Also, when one implements this restriction in
Example 11 of [32], it turns out no simple ¢t-independent symmetries exist. ®

5 Integration of stochastic equations via symmetry and/or
invariants

The relevance of symmetries in the analysis of SDEs lies in that once (and if) symmetries
are determined, they can be used constructively to integrate the equation, or at least to
reduce it to a lower dimensional one.

5.1 Integration or reduction via invariants

Invariants can be readily used to express (at least locally, as already remarked) the solution
z(t) of a SDE in terms of the invariants themselves — and of course of the realization of
the involved Wiener processes.

Note that if a higher dimensional equation has a number of invariants smaller than its
dimension, the reduction by invariants will in general only allow to express some of the
components z*(t) of the solution in terms of the invariants and of the other components.

Example Bl1. [36] For the geometric Brownian motion considered in the Example Bl1
above, knowledge of the invariant © immediately allows to write (¢) in the form

£(t) = C exp [@—%52) - 5w<t>] ,

with C'= ©(0) an arbitrary constant (in fact, given by the value of © at the initial time
t = 0; for w(0) = 0 this is just x(0)). This provides a full solution to our stochastic
equation, giving an explicit expression for z(t) for each realization of the driving Wiener
process w(t). ©
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5.2 Integration or reduction via symmetries

We can now consider the use of symmetries for solving, or at least reducing, stochastic
equations. Let us first consider the scalar case, in which determination of a single simple
symmetries allows to integrate the equation.

The key observation is that (denoting for a moment the spatial variable as y and the
Wiener process as z(t)) if we have a symmetry of the form

X = 9,, (20)
then necessarily the Ito equation is of the special form
dy = f(t)dt + o(t)dz . (21)

In fact, consider the determining equations (I2)), (I3]), seeing these now as equations
for the f and o coefficients with ¢ = 1 and R = 0 given (vector indices are absent as we
deal with the scalar case). They are just

Of =0, do =0.

Now, the point is that eq.(2I]) is promptly integrated, and we get

¢ ¢
ut) = tto) + [ fOdt + [ otaxo) . (22)
to to

Thus, if we determine a symmetry of the general form (7]) for the Ito equation (@)
(which, we recall, is in this subsection specialized to the scalar case), we can seek a change
of coordinates (x,t;w) — (y,t;2) mapping this symmetry into (20)); as symmetries are
preserved under diffeomorphisms [34], in the new coordinates the equation will be in the
form (21]), and thus promptly integrated. It should be stressed that symmetry is not only
a sufficient condition for integrability [29H3T], but a necessary one as well [35].

The situation is only slighter more complicated, but not conceptually different, if we
deal with higher dimensions and with higher dimensional symmetry algebras [35]. Essen-
tially, reduction will be performed by stages, through multiple changes of coordinates; at
each stage one of the scalar equations can be integrated in terms of the solutions to the
remaining system. Note that, as always in symmetry analysis, multiple reduction should
be performed following the algebraic structure [IH7], or one could be unable to take full
advantage of the symmetries (these could be “lost in reduction” if the proper order is not
followed).

We give here a very simple example in dimension one. Examples with higher dimen-
sional equations or with random or W-symmetries would be more involved; we refer the
reader to the literature, see in particular [30,32[3335.[40], for these.

Example [Bl2. [34,35] The Ito equation
dy = [e™¥ — (1/2)e ] dt + e Ydw (23)

admits the vector field X = e7Y0, as a symmetry generator. By the change of variables
x = exply] the vector field reads X = 9, and the initial equation ([23)) reads

dr = dt + dw .
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Thus we have x(t) = z(tog) + (t — to) + [w(t) — w(ty)] (note this is positive for x(tg) > 1).
Inverting the change of coordinates, y(t) = log[x(t)], we get a solution to the original
equation. 0

Remark 12. It should be stressed that the application to the case of deterministic or
random symmetries is rather straightforward (see e.g. Sect.7 in [35]): the required change
of variables does not affect neither time nor the Wiener processes and in the scalar case
it is just x = ®(y, t; w) with

D (y, t;w) /qﬁxtw . (24)

On the other hand, in the case of W-symmetries we are not guaranteed that operating
with these changes of symmetry we remain within the framework of Ito equations: thus,
albeit the procedure is exactly the same, we will discover only a posteriori if it provides
an integration of the equation under study. O]

6 Ito equations for an isotropic Ornstein-Uhlenbeck process

We should now consider the dynamical system describing the motion of a particle (or
system of particles) in a force field which is in part due to a potential and in part due to
a stochastic perturbation — as in Brownian Motion.

It is well known that it does not suffice to add a fluctuating force term: in the case
of Brownian motion this follows from the fact that a particle with a net drift in some
direction collides with more background particles on the front side than on the back side;
but it is also needed in general to keep the average (in statistical sense) Energy constant.

Thus a classical particle (of unit mass, for ease of notation) moving in a force field
F(x,t) (possibly, but not necessarily, originating from a potential and subject moreover
to a (constant intensity) stochastic force obeys the Ito equation

det = o'dt
dv' = [F'(x,t) — Bv'] dt + oduw’ (25)
with 8 and o positive real constants.

Remark 13. For the physical Brownian Motion these constants are classically related to
each other — and to the temperature T — by
BrT

2
= 92 26
o — (26)

where & is the Boltzmann constant, and 7' the absolute temperature. See e.g. [19] for a
careful discussion of the derivation of the equations (25]). ©)

The equations (25]) can be generalized by introducing anisotropic and possibly inhomo-
geneous friction and underlying stochastic perturbation terms. Considering these would

2This question could also be studied a priori, i.e. without actually implementing the change of coor-
dinates; but in practice this is harder than just changing coordinates and check if we are in the favorable
case. See [40] for details.
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be conceptually non different from the isotropic case, but would introduce some (nontriv-
ial) algebraic complications. We will thus stick to the isotropic case, albeit we will start
by discussing the general — hence possibly anisotropic — case in Sect[7l

As mentioned above, we can consider not only the case where the deterministic forces
arise from a potential, but also the more general case of a force field, and the case where
even in the absence of an underlying Brownian field the particle is experiencing a friction
drag. In this sense the coefficient 8 should not necessarily be of the form required by (26]).

Remark 14. We stress again that when referring to the isotropic case, we always mean
that the friction and diffusion coefficients 8 and o are the same for the different degrees
of freedom, and correspondingly in the anisotropic case we drop this assumption. No
reference is made to the external force field F(x), which even in the isotropic case can
very well be anisotropic. O]

7 Symmetries and invariants for the Ornstein-Uhlenbeck
process. General features

Our discussion will show that results depend on the form of the external force field,
in particular on the degree of the function f(x), and on the system being isotropic or
anisotropic in the sense discussed at the end of the previous Section.

In this Section we will discuss, as far as possible, the situation for invariants and
symmetries in general terms, i.e. for a system with n degrees of freedom — which gives a
system of Ito equations of dimension 2n. We will arrive at a set of reduced determining
equations and a reduced general form for the symmetry generator; further discussion will
depend on the aforementioned details, and is postponed to ensuing Sections.

Our general formalism, see Sect[2] would require to consider 2n independent Wiener
processes; but it is clear from (25]) that only n of these appear in the equations. We will
thus denote these 2n Wiener processes as {z', w!, 22, w?, ..., 2", w"}; the w' do play a role
in the equations and will play a real role in our discussion, while the z* are “ghost” Wiener
processes.

Correspondingly, the matrix o will be written as

g = diag (0, ,u(l), ceey 0, /L(n)) s (27)

which of course yields
o 0T = diag (0,4, .0, 28
= g\ K@y U by ) - (28)

7.1 Invariants

As discussed in Sect[2] knowledge of invariants can be helpful in analyzing symmetries,
and sometimes even in determining solutions to a stochastic equation. We will thus begin
with studying invariants for the equation (25]).

In general terms, we will consider a scalar function

h = h(x,v,t;z,w) . (29)
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We will then consider its differential

dh = % dx' + gz}; dv' + gz}'ll dz' + ;jz dw' + [% + %A(h)} dt
and evaluate it on solutions to (2H), i.e. substitute for da’ and dv® according to this; in this
way we will obtain an expression in dt, dz?, dw’. For the latter to vanish, all coefficients of
the different differentials must vanish separately.
Proceeding in this way, and considering first the coefficient of dz’, we immediately
obtain that

oh
- = 0. 30
5 (30)
Moreover, considering also the coefficient of dw?, we obtain that
h = P(xt0) (31)

having defined the characteristic variables
. . ’Ui
¢ = w' — . (32)
H(i)
Note that we are performing a change of variables (x,v,t;z,w) — (x,v,t;2,().
Now dh = dP contains only the dt differential, i.e. we are reduced to a single equation.
In this, however, we have terms which are linear in the v*. As the unknown function P does
not depend on these variables, their coefficient on the equation must vanish separately.
Such coefficients are of the form
1 [5@') oP N 8P]
Bty L@ 0C Ozt
hence their vanishing imply that

P(Xatr C) = Q(u7 t) ) (34)

having defined the new characteristic variables

(33)

PO (35)
(i)
Introducing these, we are considering a second change of variables
(x,v,t;2,() = (x,v,t;z,u) . (36)

With this, we reach the expression

s 0Q ~ Fi(x) 9Q
dh=dQ = - ; v our| (37)
That is, invariants are identified by solutions to
9Q _ |\~ Fl(x) 9Q _

Obviously, solutions to this equation will depend on the assigned functions F*(x) and
on the assigned nonzero real constants ;). We cannot go any further in full generality.
We note however two special cases.
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7.1.1 Constant force

First of all, suppose that f(x) = c. Then, writing p’ := ¢!/ 1), equation (38) reads

0Q _ |~ 9Q

ot [Z:p 8ui] (39)
and is solved by an arbitrary function

Q = Q' X") (40)

of the characteristic variables
X = ul 4 Pt (41)
We have thus shown that:

Lemma[7l1. The the x',...x" are the basic invariants for the equation (23) with constant
(possibly zero) external forces F*'(x) = c'.

7.1.2 Linear force

In the case where F(z) is a linear function,
Fi(x) = L2/ + K", (42)

the equation (B8] decouples into n + 1 equations.
The terms independent of the x yield again ([39) but now with

pho= K pg (43)
(Note the equation reduces to 0Q /0t = 0 for K* = 0.)
The terms in which 2’ appears yield the equation
n
1 9 ;
el R w
= PGy g

This set of n+ 1 PDEs does not admit a nontrivial solution when L is non-degenerate.
In fact, define the matrix L with entries

Ti -1 7i .
L i = M L js (45)
we have 1
det(L) = —— det(L)
F(1)-+-H(n)

so L regular implies that L is also regular, and acting on (44]) by L~ we obtain that
necessarily (0Q/0u’) = 0. In view of ([B8) this also implies that (0Q/dt) = 0, so we are
left with trivial invariants only:

Lemma [7.2 The equation (2Z3) with linear external forces F'(x) = L';x7 and L non-
degenerate, admits no non-trivial invariant.
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7.2 Symmetries

We come now to considering symmetries of the general Ornstein-Uhlenbeck process (25]).
We will write a general vector field (not acting on ¢, as implied by our choice of considering
only simple symmetries) in the form

+ ni(x,v,t;z,w) + Xg, (46)

ovt

X = Zfi(x,v,t;z,w) p
i=1

where

Xp = (Rzéj_._llzj + Rzéj_-le> + (R%;_,7 + R%u) (47)

7 ow'

is the part related to the R matrix and present only in the proper W-symmetries.
We proceed then to writing the determining equations (I2]), (I3]). As already remarked,

it is convenient to start analyzing the “second block”, i.e. the o-determining equations

@).

7.2.1 The o-determining equations

-1

The equations E22i i1 read

gt B
021 0,

which of course tells that the ¢" do not depend on the “ghost” variables 27.
The equations E222;1 read instead
g o0&

owJ +HG) ol

(49)

Taking account of both these groups of equations (that is, of all equations Ezli_l with odd
upper index) we have

& = €(x,1,0) , (50)

having defined the characteristic variabled]

(51)

Having solved the equations Ezi_l with odd upper index, let us come to the equations
E,?Z with even upper index. These do not involve the functions & and we will thus start
operating on them with the original variables (x,v,t,z, w).

The equations Ezé'j_1 read

on' 2i
57— Mo Ba1 (52)

3Note that we are (so far implicitly) considering a change of variables; the new variables ¢* will replace,
in our list of variables, either the v* or the w*. We will make our choice later on.
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these do of course imply
77i = ﬁi(X,V,t; W) + H(s) Rz;j—l Zj : (53)
With this, the equations E22ij read
o o
dwi M Gy

Solving these leads again to the appearance of the characteristic variables (¢ defined above
in (BI). More precisely, we get

W(X,V,t; W) = ﬁ(xatv C) + H(i) R25] w’ ) (55)
which in view of the above means@
no= (x40 + pe [R5 + R3iw'] (56)

We have thus solved all the Eik equations; the form of £ and 7 has been restricted to
the forms (50)), (56l), while R is not restricted yet. Note that it is convenient to use the ¢
variables as new variables; in order to do this we change variables by

(x,v,t;z,w) = (x,t,(;2,W) .

7.2.2 The f-determining equations

We should now tackle the f-determining equations, i.e. the n equations &, see (I2]).

These have a rather involved expression which we do not report here. It should be
noted that the unknown functions é\, {b\ do not depend on the z and w variables; thus all
dependencies of these are fully explicit, and the coefficients of different monomials in these
should vanish separately.

Actually, the &, only contain terms linear in the 2z and w’, which simplifies our task.
The vanishing of the terms in 2™ in & (or, equivalently, the differential consequence
0k /0z™) yields

piky Ry = 0;

as by assumption the j () are nonzero, this means that
R%, , = 0. (57)

Moreover, by the general form of R, we should also have (this and the previous equation
hold for all k,m =1,...,n)

2m—1
R =0. (58)
Thus, the R matrix has nonzero entries R’ ; only if both indices have the same parity. It is

then convenient to consider the reduced n-dimensional R matrices R and E, with entries

4We could of course write the 1’ in terms of (x,¢,t) and v (instead of w), but this would give slightly
more involved formulas.
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Now the equations &, do not contain any z° term, and the Xpg vector field defined in

7)) reads

+ (ﬁijwj) o (60)

Xr = <]§ijzj> o

0z%

The same argument used for 2z’ can be used for w'. The vanishing of the term in w™
within £9;_1 (or equivalently the differential consequence 9€s_1/0w™) reads

oEk ock

Bim ggm + Hem) ggm = Moy Boam (61)
these are solved by
Fx,t,0) = dut) + 3 2 R g (62)
5 Uy ) I 7 )
j=1 (4)

having defined the new characteristic variables

i CZ—&xlzwl_ i /8()%2. (63)
(i) (i) HGi)

We still have to impose the vanishing of the term in w™ within £ (or equivalently the
differential consequence 0&;/Ow™); this reads

o on* Sk
Hom) Fom T Bm) acm = —Bk) k@) R, (64)

and enforces

R 2 . (65)

Remark 15. It may be worth pausing to make the point of the situation: we have reduced
the equations & by eliminating all terms linear in the 2* and w* variables; in doing so we
have reached the functional forms

n

51’ = ;;i(uvt) + Z M Eij $j ) (66)
= P
i i 5 - PG 5i g
n' o= P(ut) + |ug ZR]' w! — Zﬁ(i) © R'; 2l | (67)
j=1 j=1 F(5)

the characteristic variables u’ are defined in (63]). As for the matrix R, it contains only
terms with both indices odd or both indices even; see (59) for the relation between R and
R and R.
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We still have the equations &, which albeit reduced are rather involved. In these, the
force functions F*(x) appear explicitly. The reduced equations are

0¢' " (o Fi "o
ot Z(aw) — =) + o | Y R
j=1

j=1 M(J)
) S
> (B~ Byy) Byt (68)
j=1 M(J)
W a&i) Fi N ¢ <8F> [A- ) fi
- ) = 4 By = ) ¢+ LR
ot ; (W wg ; Ot hay
(i ~ (1) Di g
~ Bara Y (Rwl) + By Y (@ (B = B) Rﬂ“) . (69)
j=1 Jj=1

It is clear that these will simplify in the isotropic case, to be dealt with in the later Section
@ devoted to it. ®

As in the discussion about invariants, we note that obviously, solutions to this equation
will depend on the assigned functions F(z) and on the assigned nonzero real constants
By, #)- Thus, here too we cannot go any further in full generality.

8 The one-dimensional Ornstein-Uhlenbeck process

We will now start considering some special cases, in which the general analysis conducted
in Sect[7] above can be furthered.

The simplest case is of course the one-dimensional one, n = 1. In this case we just
write 8 = By, = p1), T= z!, and so on. In other words, we deal with the equation

dr = vdt,
{d” = [F(z) — Bo]dt + pdw. (70)

We also write, for ease of notation, Ri1 = p, Ros = 7.

8.1 Invariants

Before analyzing symmetries of (7)), we will study its invariants. In our simple setting,
the equation (B8] reads simply

9Q _ F(z) 0Q _
E - 1 % ) Q - Q(u7t) . (71)

Differentiating this w.r.t. x, we get immediately

F'(z) (0Q/ou) = 0.

Now two possibilities should be considered. If F'(x) # 0, then we must have (0Q/0u) =
0; this in turn implies, by (1)), (0Q/0t) = 0 as well. That is, in this case no nontrivial
invariants exist.
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On the other hand, if F'(z) = ¢ (with ¢ a constant), then (71]) is solved by

Q(u,t) = ~[u+(c/p)t] (72)

with v an arbitrary function.
In other words, we have the basic invariant
s

1 c
J = u + (c t=w— —v — —x + —t. 73
(¢/1) . . . (73)

We summarize the result of our discussion as follows:

Lemma [81. The equation (70) admits no nontrivial invariant unless F(x) = ¢; in this
case, the ring of invariants is generated by J given in eq.(73).

8.2 Symmetries

Let us now consider symmetries of (70]). In this setting, our final results from the discussion
in Sect[7l read

~

& = out) + ra,

~

o= Plut) + [prw — fraf;

o )

(with p an arbitrary constant) for what concerns the symmetry vector components, while
the reduced determining equations are

) 9\ F
E_<%>; = Y + pru, (74)
) o\ F ~  [OF\ [~
ot <%> E + By = <%> |:¢ + ’f’$:| — Buru. (75)
Differentiating (74)) w.r.t. =, we get
F'(z) ¢ = O.

This shows that we should distinguish between F'(z) = 0 and F'(x) # 0; the following
discussion will show that a similar distinction should be made depending of F”(z) = 0 or
F"(z) # 0. So we will consider these cases separately.

8.2.1 Case A: F'(z) #0, F'(z) #0
If F'(z) # 0, we necessarily have 8(?5/8u =0, i.e.

~

o(u,t) = (1) . (76)
The equation (74]) reads then
dd ~

dt
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and differentiating w.r.t. u we get TZJ\u = —pur, which entails
Olu,t) = Ut) — pru. (78)
Now (4] reduces to
U(t) = () . (79)
We pass to consider ([75)), which reads now

d2_q> + Bd_q>
dt? dt

Differentiating w.r.t. x, we get

= (® —ra) F'l(z) — rF(x). (80)

[rz+ ®(t)] F'(z) = 0. (81)
As we assumed F”(z) # 0, we must have (recalling also the relation between ® and W)
r=0, ®t)=0, W(t)=0. (82)

In other words, in this case we have no (Lie point) symmetries but the one associated to
the p constant,

XO = Zz E?Z . (83)

As anticipated, this is actually a “ghost” symmetry, as the variable z does not appear
in the equation under study, and is only present to fit in our general formalism developed
in previous work [32,[33,[40]. Thus Xy, which is always formally present, should be
disregarded. We should only look at “real” — as opposed to “ghost” — simple symmetries.

We conclude that:

Lemma B.2. For F"(z) # 0, the equation (70) has no real simple symmetry.

8.2.2 Case B: F'(z) #0, F"(x) =0

We will next consider the case with F”(z) = 0 but F’(z) # 0. This corresponds to
Fz) = azx +b, a#0. (84)

Note that with the simple change of variable x = T —b/a we can always reduce to consider
the case with b = 0.
The discussion of (74)) is as above, but now the equation (73] reads

d?® do
— — =ad — .
72 + B 7 a br (85)
This is immediately solved, yielding
o(t) = br + cpe "t 4 c_e (86)
a

Ky = (5 + \/4a+52> . (87)

1
2
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We thus have (using also ([63]) in order to go back to the original variables)
¢ = rb/a) + 3] + cpe ™+ e (88)

n o= rv — crrye "t — e p_em (89)

In other words we have (apart from the ghost symmetry Xg) two independent simple
symmetries:
X+ = €_R+t (893 — KR4 (%) s
X = e (0, — K 0y) ; (90)

and a W-symmetry given by
Y = [(b/a) + z] Oy + v0y + w0y . (91)

Note that for b = 0 (which can always be assumed upon a simple change of variables, as
noted above) this is just the generator of the scaling symmetry x — az, v — av, w — aw.
Thus Y is a pseudo-scaling vector field.

We easily check that

X+, X ] = 0
(X4, Y] = Xi. (92)
We summarize our discussion as:

Lemma B.3. For F(z) = ax+b, with a # 0, the symmetry algebra G of the equation (70)
has the structure G = X ® Y, where X is the Abelian subalgebra spanned by the two real
simple symmetries given by (90), and Y is the one-dimensional algebra of W-symmetries
generated by the pseudo-scaling vector field ([(91); the subalgebra X is an Abelian ideal in

g.

8.2.3 Case C: F'(z) =0

In the case F'(x) = 0, i.e. F(x) = ¢, it is convenient to operate the simple change of
variables

y = v—c/p (93)

so to have ¢ = 0; we will just discuss this case.
For F(z) = 0, the equation (7)) yields directly

D(ut) = $lut) — pru; (94)
the equation ([75]) reads then

et =0 (95)
and thus yields

- ot

¢u,t) = A(u) — ——B(u), (96)
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with A and B arbitrary functions. We obtain
e Pt

& = re + Alu) — TB(U),

n = ePBu) + priw—u—(6/pz] = e P'Bu) + rv.
We thus have, beside the ghost symmetry X, the scaling W-symmetry
S = 20, + v0y + WOy , (97)
and two infinite-dimensional sets X and ) given respectively by vector fields of the form

Xa = Au) 0y, (98)
Yg = B(u) e P (8, — B0,) . (99)
(Considering the case ¢ # 0 would produce the same results, but now the arbitrary func-

tions would depend on y = u + (¢/p)t.)
By standard computation we obtain that

(X¢, Xpg] = Xp [P=(B8/w)(G'H—-GH')],
Yo, Y] = 0;
Xe.Yu] = Yo [Q=—(8/m)GH)
(X, 8] = Xp [P=G+ (u/p)G]
[YG, S] = YQ [Q =G+ (U/N)G,] .

We summarize our findings as follows.

Lemma Bl4. For F(z) = 0, the algebra of real symmetries of equation (70) is given by
G=XDYDS, where X, Y are the infinite Lie algebras generated by vector fields (98)
and ([99) respectively, having also the structure of Lie module over the invariants, and S
is the one-dimensional algebra generated by (97). The subalgebra X &Y is an ideal in G,
and the subalgebra Y is an Abelian ideal in G.

9 The n-dimensional isotropic case.

We will now consider the isotropic case; we recall this is meant in the sense discussed in
Remark 14. That is, we have no hypothesis (yet) on F(x), but we assume

Bay = Ba) = « = Bw) = B3 pa) = K = - = lwn) = K- (100)

This makes little difference in the general case for the invariants, but simplifies the
discussion of symmetries.

Remark 16. As for invariants, our general discussion of Sect[Z.1] holds true, and we
will have invariants only in the case F = c; the only difference is that in the case with
constant force, the form of the invariants get simplified, i.e. we have still (4Il), but now
with p' = ¢ /pu. ®
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As for symmetries, in fact, with the assumption (I00]) the coefficients of the would-be
symmetry vector fields are

éi = ;;i(uvt) + ZEZ] xjv (101)
j=1

no= Piut) + Y R (pw! — Bal) (102)
j=1

the odd-numbered equations &y; 1 are

o " 9¢ ) ~ LS
w i) - o @) s
j= =

while the even-numbered equations &£; read

~

LU RNy 1R N s [ OF
ot ﬁ;(w) s = Z(c?wj)

Jj=1

n

- ﬁ,uz <§Z] uj> . (104)
j=1
Differentiating (I03) w.r.t. 2* we get

Eni (gi) <ZTFZ> =0. (105)

J=1

The consequences of this relation depend on the detailed form of F (e.g., for F = ¢
this is identically satisfied). In fact, we will generalize the discussion conducted in the
one-dimensional case, and proceed accordingly.

9.1 Regular and fully regular force field

Our discussion above suggests the following definition.

Definition 1. If the matriz (D, F') with entries (DxF)jk = (OF7/02%) is non-singular,
we say that the force field F(x) is regular.

Remark 17. The case F' = c is not regular; in the linear case F'(z) = Lija:j + K, the
regularity of F' corresponds to the regularity of the matrix L. ®

For F regular, (I05]) implies that the matrix

~

(D) = (06" /ou?) (106)

is identically zero, which in turn implies

~.

P'(u,t) = d(t) . (107)
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Now the odd-numbered equations £;_1 are

dd’ ~ NP
—_ 7 )
— diut) + p ; (R]u) . (108)
Differentiating these w.r.t. the u/ we obtain
Y(ut) = W) — p Y R, (109)
J
and the equations £y;_1 reduce now to
, dd?
U'(t) = . 11
=< (110)
Let us pass to consider the even-numbered equations &;. These now read
d? P’ dd? L OF , "
- t o) — J J .k
ot B +Z]:R]F G ® +Zk:Rk:n (111)

Considering the second derivative of these equations, once w.r.t. ¢t and once w.r.t. =7, we
get

O*F' doF
— — = 0. 112
Zk: Oxidzk  dt (112)
We define symmetric matrices F) with entries
. O*F?
(4) - _ 11
(J: )kj Oxkoxi ’ (113)

so that (with ® the vector of components ®°) the relation (I12)) reads
FO & =0. (114)
This suggests a new definition.

Definition 2. Consider a vector force field F(x) in R™ and its associated matrices (]:(i))
defined by (I13); if all the n matrices (]—"(i)) are regular, we say we say that F(x) is second
order fully regular. If at least one of the matrices (]: (i)) is reqular, we say that F(x) is
second order regular.

Remark 18. Note that if F' is second order regular, then it is necessarily also regular.
On the other hand, linear vector fields provide a simple example of F' which is regular but
not second order regular. ®

Remark 19. Consider F' of the functional form
F'(x) = h(lx|) 2",

with A a nonzero function. In this case we have an isotropic force field, which actually
descends from an isotropic potential H(|x|). It is easily seen that F' is regular, and that
F' is also second order regular unless h is constant, i.e. unless F' is linear. This, albeit a
special case in mathematical terms, is of course a relevant one in physical ones; it provides
justification for focusing on the regular or second order regular case. ®
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9.2 Symmetries

We are now ready to give a full description of symmetries for force fields which are second
order regular or at least regular.

9.2.1 Case A: second order regular F

As already remarked, the relation (II2]) with our notation reads ([I14). If F' is second
order fully regular, we act on this by (F®)~! (for any i = 1,...,n) and obtain d®*/dt = 0
for all k =1,...,n. That is, we have

P(t) = ¢ (115)

with K’ constants. The equations £»;. now read
~ ) OF"
i j _
> (R JF = ) =0. (116)

J
Using the notation introduced above for (D, F'), this is rewritten vector notation as

J + Zéjka:k
k

~

RF = (D,F) (c + Ex) : (117)
acting on the left by M := (D, F)~!, we get
¢ = MRF — Rx. (118)

This shows immediately that R=0 implies ¢ = 0, hence ®'(¢) = 0 and from (I0) also
\gi = 0; note (I0I) and (I0Z) imply then & = 0 = n'. In other words, no symmetries with
R = 0 are possible.

We summarize our general finding as follows:

Lemma OL1. In the isotropic case and for F second order fully reqular, the equation (23)
has no regular (deterministic or random) simple symmetry, while it may have real simple
W-symmetries.

Remark 20. The possibility of having W-symmetries, i.e. with R # 0, should be analyzed
in detail depending on F, and it appears no general statements can be given without solving
the equations for the case at hand. Similarly, if F' is second order regular but not fully
regular, the reasoning leading to (II5]) only applies to the F (1) which are regular, and
hence (II5) only holds for the corresponding ®°, and some detailed discussion would be
needed. Again, no general statements can be given. ®

Remark 21. We note that if F admits higher order terms F,, (i.e. it is a finite order
polynomial, F(,) being the highest order terms), then (II7) implies, with an obvious
notation,

or equivalently M(n)ﬁF(n) = EX; this may be a good starting point for the concrete
analysis of a given F. ®
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9.2.2 Case B: linear regular F

We consider next the case where F' is regular but not second order regular; that is, F' is
linear and regular; thus ‘ o '
F(z) = L';27 + K'

with L a regular matrix. Then (II0) holds, and (IIT]) reads

d2q>z' dq)i . . L~ ~. : ~; :
a TP T YA (sz L RZjL]k> t — R K (120)

Differentiating these w.r.t. ¥, we obtain that R must commute with L,
[L, ﬁ] ~ 0.

This requirement can be more or less severe depending on the form of L.

Remark 22. Note that as L is regular, we can eliminate the constant terms by a simple
shift in x, x = X — s, with s = —~L 'K (note we leave the v and w variables unchanged).
In these variables we have

di' = v'dt , dv' = (L';27 — pu’)dt + pdw' .

Moreover, once we have a purely linear force (no constant terms), this can be further
simplified by a new change of variables, x = M ijfj , where M is the diagonalizing matrixﬁ
for L, M—*LM = diag(\1, ..., \,). This should be accompanied by operating the same
change of variables on the v* and the w' variables, v' = M ijﬁj L wh =M ij@j . In the
following we will thus operate directly with L diagonal,

L = diag(A1, ..., A\n) -
This will also help comparison with the scalar case. ©)
A. Regular symmetries
We will first focus on the case R = 0, i.e. on regular symmetries; now (I11J) is just

d?®° dd? Py
— B =LY (121)

With our assumption of L diagonal, the system consists of n decoupled equations, each
in the form , ,
Ao dd’
oz TP
dt dt

Setting now the shorthand notation

Y = % EERVEETIIR (122)

5Note that in principles L could have a nilpotent part and hence its normal form could contain some
Jordan blocks. We are however primarily interested in the case the force field originates from a potential:
in this case L is semisimple and its Jordan form is just diagonal.

= Ay ©.
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we have solutions (with cg) arbitrary constants)

di(t) = cgf) exp[—ﬂgf)t] + ¥ exp[—ﬂ@t] .

It follows immediately

. dq)l i 7 i i i
U'(t) = il (cﬁj /{Sr) exp|— ()t] + D exp[—/f(_)t]) .

We thus have 2n symmetries, which are read from the above by setting only one of the
2n constants c(il) different from zero. Note that x4 are constants; thus it is immediate to
see that all these symmetries commute with each other. (Nothing changes in this respect
if the system with diagonal L was obtained upon changes of coordinates, as all of these
only involve constant factors.)

It is also immediate to see these are, according to our classification, regular deterministic
symmetries; our discussion shows that there are no regular random symmetries.

Recalling that we are assuming R= 0, hence (b and w give directly the coefficients £
and 7, see ([66) and (67]), the Abelian Lie algebra of symmetries is spanned by the vector
fields (i = 1,...,n)

(@) _ -kt 0 _ i (@) _ -kt 9 _ i
X7 e <8:17i Kt 8vi> , X2 e <8xi hio i) - (123)

We summarize our discussion concerning regular (i.e. deterministic or random) sym-
metries as follows:

Lemma [01.2. In the n-dimensional isotropic case and for F regular but not second order
reqular, the equation (28) has 2n real reqular simple symmetries, given in [I23); these are
deterministic symmetries and span an Abelian Lie algebra.

B. W-symmetries

In order to discuss W-symmetries as well, let us go back to eq. (|I2II|) Differentiating
(I20) w.r.t. ¥ we immediately obtain LZ RJ R’ 17 = 0,ie L and R must commute,

[L, fe] ~ 0. (124)
With our assumption that L is diagonal, this condition results simply in
(Ao — Ag) By = 0. (125)

Thus we can have nonzero RZ only if Ay # A(j)-

In other words, W—symmetrles will depend on degeneracies among eigenvalues of L. One
should thus discuss all possible subcases of partial degeneration; we will limit to consider
the cases of total degeneration (A = A for all i = 1,...,n) and of total non-degeneration

B.1. W-symmetries, fully degenerate L
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In the fully degenerate case, A(;) = .... = A(yy = A # 0. Then L = AI and the equations
([I24)) are automatically satisfied; that is, there is no restriction on R.
The equations are now
d? 9’ do’
e P
With the notation

—A® =0. (126)

voi= VB2 4N

their solution is, with ci, arbitrary constants,

it) = d exp[—(;/i)fyﬁJrv)] Lo exp[(tg2z(§+v)] ; (127)
this implies of course
wi(t) = dj _ _%(BJW) exp[—(;/i)(erv)] n %(BJW) exp[(tg2i(ﬁ+7)] - (128)

Going back to (66), (67) — and recalling again (3] — we have vector fields as in (I23)), and
moreover vector fields associated to the elements of the R matrix (those we are looking
for at present) which are

U D U

— R i i 2 i)
In particular, the vector fields associated to the diagonal part of R are scaling ones (acting
in the same way on the u, the v and the w variables), i.e. we have symmetries (no sum
on the ¢ index here)

(129)

+wi 9
ow'

9 9

Sy = 2t — vt —

(@) ot + ot

Vector fields associated to the off-diagonal part of R correspond to rotations (again acting

in the same way on the u, the v and the w variables), i.e. — again with no sum on the
repeated 7 and j indices — we have symmetry vector fields

.0 0 . 0 . 0 .0 . 0
. _ J _ v _ 7 J _ T _ 7 J _ r_ 7
R (m ozt " 8:17j> (U v " 8vj> (w owi an'> - (131)

Needless to say, the ensemble of the vector fields Xg, i.e. the S(;) and the R; ;) span the
algebra of the linear conformal group.

Note that independent scalings in different directions are possible, as also implied by
our equation (I0); see also ([@). This is also obvious from the form of our Ito equations,
which with the present assumptions just read

dzt =v'dt , dv' = (\z® — Bud)dt + pdw’ .

(130)

Let us now consider the commutation relations among symmetry generators in (123
and those for the W-symmetries. By standard computations, we get

X2 5| = 6 X

X0, Rgy| = —o x4 g x0).
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B.2. W-symmetries, fully non-degenerate L

In the fully non-degenerate case, only diagonal terms in R can be nonzero. Apart from
this, the computations are exactly the same as in point B.2 above.

That is, we have vector fields as in (I23)), corresponding to regular symmetries, and
moreover vector fields associated to the diagonal elements r(;) of the R matrix, i.e. the
scaling vector fields S(;) defined in (I30). Note that now the Ito equations are

dr' =vidt , dv' = ()\(i):zti — Bovt)dt 4 pdw’ ; (132)
the differences between the different A(;) cause rotations in the x, v and w spaces not to
be a symmetry.

We summarize the situation in the following

Lemma [01.3. In the n-dimensional isotropic case and for F regular but not second order
reqular, the equation (23) has a non-Abelian symmetry algebra G = X ®& Y, where X is
the Abelian subalgebra of reqular symmetries described in Lemmald.2 and generated by the
vector fields (I23); while ) is the subalgebra of W-symmetries. In the fully degenerate
case, Y is the algebra of the Linear Conformal Group, while in the fully non-degenerate
case, the subalgebra Y is also Abelian and is spanned by the scaling vector fields ([130).

9.2.3 Case C: constant F

In the case ' ‘
F'(x) = ¢,

we can always reduce to consider the free particle through (the vector version of) the
simple change of variables (@3)), i.e. through v* = 3 + ¢'/3; this amounts to passing to a
moving frame. We will thus just consider this case, and set from now on

¢ =0.

The reduced equations (I03]), (I04]) read

LY . "o
A DYt (133)
j=1
Ot ~ L
j=1

Obviously, equation (I33]) immediately yields

N LYX no
j=1

we can then substitute in (I34]) according to this. We obtain simply

52 Q@z
ot?

5
ot

+ B 0, (136)
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which yields at once
o~ . e_Bt .
Ftw = Aw - - B,
Yitw) = e Bitu) — pR';

where the A’ and B are arbitrary functions.

Finally, recalling (I01]), (I02)) and (G3)), we have

. . -8t S
¢ = Alfu) — % Bi(u) + R'; a7, (137)

n = e Biu) + R . (138)

We conclude that we have two families of random symmetries depending on arbitrary
functions of {u!,...,u"}, i.e.

0

oz’
; 0 0
- —pt _ .

Y’y - ’Y(u) e |:a.’1'7' B 81}’} )

this shows that we have an infinite dimensional Lie (sub)algebra of regular symmetries
Go = X@ Y, which is two-dimensional as a Lie module over the ring of invariants, generated
itself by {u',...,u"}. Note that when we go back to the original variables, in which
F(x) = !, the u® are replaced by the invariants x! met in our discussion above, see (&I).

Let us now consider the commutation relations among these vector fields. By elemen-
tary computations we obtain

XZ) = p(u) (139)

(140)

B [ag\ & B [on\ O | |

7 i _ ~ _ = — 1 J .
[Xg ’ Xh- o h <8uj> ox? U g <8ul> ord Xo = X s
[Y;, vi| = o;

- i 8 _ oh 0 0 ;

i J . _ 2 Bt _ — vJ
[Xg ’ Yh- U c 9 <8u2> [&zﬂ 8119} = Yir -

We summarize our discussion as follows:

Lemma Q4. In the n-dimensional isotropic case and for F'(x) = 0, the equation (23)
has an infinite dimensional Lie algebra of reqular symmetries Gy, spanned by vector fields
of the form (139), (I40). The set G is 2n-dimensional as a Lie module over the ring of
invariants, the latter being generated by {x",...,x"} defined in ({{1). The fields defined in
(I33) and in (IZ0) form two subalgebras X and Y in Gy = X @& Y; each of them is also a
Lie module. Moreover, Y is Abelian and an Abelian ideal in Gy.

Remark 23. The results obtained for constant external force in the isotropic case are
essentially equivalent, modulo the slightly different form of the invariants x* (which replace
the u'), to those obtained in the case F = 0. ©

Remark 24. Finally, we stress that in addition to Gy we have the W-symmetries associ-
ated to the elements of R, i.e. (no sum on repeated indices)
-0 -0

: 9
Z', = R'; |2 D + o/ D0 + w’ Ee

(141)
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In particular, the symmetries associated to the diagonal part of R are scaling ones, while
those associated to the off-diagonal part do - recalling that R is a generator of the conformal
linear group in n dimensions — generate the group SO(n) of simultaneous rotations in the
z, v and w spaces. ©)

10 Symmetry integration of the Ornstein-Uhlenbeck pro-
cess

As recalled in SectZ] the main motivation to study symmetries of a stochastic equations
(and to restrict to simple symmetries) lies in that symmetries allow to integrate, or at
least reduce, the stochastic equation.

In our case, the discussion of Sect [l shows that — at least in the isotropic case — there are
symmetries only for F' constant or linear, so we have only to analyze these cases. Actually,
in both these cases we have — directly in the constant case, and in general upon a change
of coordinates in the linear case, see Remark 22 — a collection of one-degree-of-freedom
problems. We can thus just study this kind of problems. We will only consider regular
symmetries.

10.1 Regular linear force

We will start from (I32), and actually, for ease of notation, just consider one of the
subsystems in which this splits, i.e.

dz' = o' dt,
. . . . (142)
dv' = [A\pr' — B dt + pdw'

The symmetry analysis conducted above, and whose results are summarized in Lemma
@2, tells us that for each degree of freedom (i.e. for each fixed i = 1,...,n) we have two
symmetry vector fields, given by (123]).

We should then pass to symmetry-adapted variables, i.e. to variables y% such that

9
oyl

x@ =

It is rather clear this will not need to mix the different indices i, i.e. we will have for each
i =1,...,n a change of variables

(z',v") — (yj_,yl_) . (143)
This is determined by requiring the variables y’. to satisfy the system of equations

X0 =1, X0 ) =0 xD) =0, X0 =1. (144)

As the Xj(é) are first order differential operators, the equations are promptly solved by the
method of characteristics through standard computations. The final outcome is that the
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general solution to (I44]) is provided by

()
i eXp[’% t] i i
yy = m D+ 0) + HO(1),
- +
()
. t , ,
yoo= S0,y mO (145)
FOREC R
+ —

where H ﬁf) (t) are arbitrary functions, which might be set to zero for the sake of simplicity.

It is immediate to check these variables satisfy (I44]); moreover we have Xj(;) () = 0 for
i# ] | o
We should now determine what is the dynamics undergone by the y, when (z*,v")
evolve according to (I42). For this, it suffices to apply the Ito rule taking into account
the special form of the diffusion matrix o.
This gives at first a rather involved formula, which we do not report here, in which the

coeflicients /{g? appear. When we substitute for these according to ([122]), we get

expl(1/2 N
w o= Y@ p[(1/2)(8 + /8% + 4X\iyt)]

)

+ = p dw
B2 + 4Aa)
= (HY@®)dt + o) du’
. ) exp[(1/2)(B — /6% 4+ 4 @yt)] .
dy* = (HY)(t)dt + p dw'
B2+ 4Ag)
= (HYWdt + o (t)du' . (146)

The solutions are therefore easily expressed in terms of Ito integrals,
o) = 100 + a0 dui(e).
(@) _ g (1) i
y_'(t) = HZ'(t) + [ aZ/(t) dw'(t) . (147)
It suffices then to invert the change of variables (I43]) to give the solution in terms of the
original (z*,v*) variables.

Remark 25. It may be of some interest to discuss what would happen if one is not passing
directly to symmetry adapted variables by looking for solutions to (I44]), but proceeds in a

less systematic way. The form of the vector fields Xj(f) suggests to operate a linear change
of variables, and pass to consider

o = AQal + ot (148)

with A4 = k4 the constants defined in (I22). For these variables we have, under the
dynamics (I42]) and applying the Ito rule,

dy = AY do' + dvf
= [(49 = 8) i + (ho - (4D - 8) AD) o] @t + paw'.
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The coefficient of z’dt in the r.h.s. vanishes for Agi) = (1/2)(B £ /8% + 4)y), ie.

exactly for
AD = O (149)

That is, under (I42]) we have that with the choice (I49]) the variables defined in (I48])
evolve according to

dyi. = BV yidt + pdw'
i (@), i (150)

dy* = By" dt + pdw®

where the constants Bii) are defined as
BY = kY — 3. (151)

We have thus reached a separation of variables.
It should be noted that we do not have equations in integrable form; this corresponds

to the fact we have not taken variables which are fully adapted to the vector fields Xj(;),

as we disregarded the pre-factor exp[—rt] in them[d ©

10.2 Constant force

In the case of constant external force, F* = ¢*, we have

do’ = wtdt . (152)
dv' = [ — pv']dt + pdw'

We have seen that the symmetry Lie module (over the ring of invariants, generated by
{x!,...,X"}) is generated by the vector fields

- 0 - 0 0
@ - 2 (6 — =Bt _
X ozt ’ Y ‘ <8xi B@zﬂ) ’ (153)

Now, instead than going through the long and detailed steps followed in the case of
linear force, we look directly for rectifying variables, i.e. for variables (2%, y’) such that

X0 =0, X00) = 1; YOE) =1, Y90) = 0. (154)
By a standard computation (with the method of characteristics) these are given by

Bt i

. e . . . v

2= — =", y=2a + = 155
5 5 (155)

SWe could then look for a second change of variables, in the form z} = qﬁ) exp[ai) t]yi with qﬁ)

constants and with a(ﬂ? such to get an integrable equation for z% . In this way we reach of course the same
result as above.
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We can then compute, by a standard application of Ito formula, the equations satisfied
by (2", y") if (z*,v") evolve according to (I52)). These turn out to be

. eBt

dz = — 7 [cdt + pdw) (156)
, 1

dy' = 5 lcdt + pdw] . (157)

Both equations are immediately integrated, the solutions being expressed in terms of Ito
integrals,

i i ¢ t to o[t t g i
2'(t) = Z'(tg) — 7 (eﬁ — ¢ > ~ 3 /to Pt dw'(t) | (158)
V) = v+ G+ [ (159)

11 Conclusions

In the first part of the paper, up to Sectll, we have recalled some basic facts about
invariants and symmetries of stochastic equations, and their use.

We have then studied, from Sect[@] on, the Ornstein-Uhlenbeck process in an external
field, paying attention to invariants and to determination of its symmetries. The specific
form of the equations (25 under study implies the presence of “ghost” (as opposed to
“true” or “real”) symmetries, related to variables appearing in the general formalism but
not in the equations; these have not been considered. Moreover, we are only interested in
simple Lie symmetries, in the sense — and for the reasons — discussed in Sect[2

We have first discussed the problem in full generality, i.e. in dimension n and for the
possibly non-isotropic case. For invariants this led to general conclusions in the case of
constant or linear force; see Lemmas [[11 and [[12. For symmetries, this led to reduced
formulas for the possible functional form of coefficients in symmetry vector fields, see (G0))
and (67)); and to reduced determining equations, see (68) and (69). A complete result can
be obtained in the case of constant force field, see Lemma [l 3, but little can be said for a
general system.

We have then passed to consider more specifically the isotropic case; see Remark 16 for
the exact sense of “isotropic” in this context.

We have preliminarily discussed the one-dimensional case, giving full details of the
computations. In this case it turns out that nontrivial invariants exist only for a constant
force field, see Lemma Bl1. As for symmetries, for a nonlinear force field F'(z) there
are no simple symmetries, while for F'(z) linear there are two (commuting) real simple
Lie symmetries and a W-symmetry; finally for F'(z) constant (in which case we know a
nontrivial invariant y exist) we have an infinite dimensional Lie symmetry algebra which
includes a sub-algebra of simple symmetries with the structure of a Lie module over C*°(x);
the infinite dimensional Lie algebra has an (infinite dimensional) Abelian ideal, which is
also a Lie submodule. These results for the one-dimensional case are summarized in
Lemmas B2 through Rl4.

We have then considered the general n-dimensional isotropic case. The discussion and
the required computations are conceptually similar to those needed in the one-dimensional
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case; we have thus been less detailed in reporting our computations. On the other hand, the
concept of nonlinear and linear forces are not sufficient to classify the different possibilities,
unless we restrict ourselves to considering regular and second order regular force fields, as
defined in Sect[0.] (see Definitions 1 and 2 therein). We found again that a (second order
regular) nonlinear force field F(x) leads to no regular simple symmetries, albeit it may have
W-symmetries (Lemmal[0l1), while for (regular) linear F(x) we have an Abelian symmetry
algebra of regular simple symmetries of dimension 2n (Lemma [012). Considering also W-
symmetries we still have an Abelian algebra (Lemma[913). Finally, in the case of constant
force fields, we have an infinite dimensional Lie symmetry algebra with the structure of a
Lie module of dimension 2n over C*°(x); again the infinite dimensional Lie algebra has an
(infinite dimensional) Abelian ideal, which is also a Lie submodule (Lemma [04).

As emerges from this summary of our discussion, the case of special non-linear — and
possibly non-regular — problems possessing symmetries needs to be studied separately. It
is maybe worth mentioning explicitly, in this context, that the notion of regular force field
leaves out physically relevant cases: e.g. the Kepler problem is not regular.

The results obtained here are preliminary to integration of the Ornstein-Uhlenbeck
process for particles in an (isotropic) external field. This is based on the — by now well
established — symmetry theory of stochastic differential equations, and in particular on
Kozlov theory [29431]. Obviously this integration can take place only if symmetries are
present, e.g. in the case where the force field is linear or constant. In Sect[I0 we have
shown indeed that in these cases, passing to symmetry-adapted variables, integration is
straightforward.
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