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Abstract

It is known that knowledge of a symmetry of a scalar Ito stochastic differential equa-
tions leads, thanks to the Kozlov substitution, to its integration. In the present paper
we provide a classification of scalar autonomous Ito stochastic differential equations
with simple noise possessing symmetries; here “simple noise” means the noise coeffi-
cient is of the form o(z,t) = s2¥, with s and k real constants. Such equations can be
taken to a standard form via a well known transformation; for such standard forms
we also provide the integration of the symmetric equations. Our work extends previ-
ous classifications in that it also considers recently introduced types of symmetries, in
particular standard random symmetries, not considered in those.
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1 Introduction

When studying nonlinear deterministic differential equations, ODEs and PDEs alike, the
use of the symmetry properties of these [IHG] is an invaluable tool. Actually, what is
nowadays known as Lie theory, or the theory of Lie groups and algebras, was first created
by Sophus Lie precisely as a tool to solve nonlinear equations. It turned out that treating
concrete problems lead to rather complex (albeit in principle elementary) computations,
so that the Lie method for studying nonlinear equations was not extensively used until
technology provided computers and algebraic manipulation programs. Nowadays all the
needed computations can be performed in an automated way, and the complexity of these
is not any more an obstacle to application of Lie theory.

In recent years, it was realized that Lie theory can be of great help also in tackling
stochastic differential equations (SDE) [7HI3]. This presents several problems compared
with the deterministic case; the major ones are:

(a) The lack of a geometric theory (which in the deterministic case is provided by the
formalism of jet bundles, developed by Cartan and Ehresmann), so that one has only
the option of an algebraic approach;

(b) The difficulty in identifying what should be the set of allowed transformations; these
actually differ depending on what is the goal of the theory.

Here we will mainly be concerned with the problem of exactly integrating an Ito stochas-
tic differential equation thanks to its symmetry properties [14H16]. (This will require to
clarify point (b) above in our context.)

There is a constructive approach to this problem, due to R. Kozlov [I7H22]: once a
symmetry of the given SDE is determined, one performs a change of variables taking the
symmetry to its standard form, and in these “adapted” coordinates the SDE is promptly
integrated.

It should be stressed that this is meant in the stochastic sense: that is, if one knows
the initial conditions and the realization of the driving stochastic process, then one can
describe exactly the realization of the stochastic process defined by the SDE.

The general theory has been developed in a number of publications; see e.g. [I7H30] or
the review paper [31]; we will recall some basic facts in Section 2] below, referring to the
literature (see e.g. the papers quoted above) for details.

An example of application of this approach is provided by the symmetry integration of
the one-dimensional stochastic logistic equation with so called environmental noise [27];
in mathematical terms, this corresponds to multiplicative noise. In a recent paper [28],
scalar Ito equations with multiplicative noise were classified from the point of view of their
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symmetry properties; it turns out that the list of symmetric equations is rather limited,
but not exceedingly poor.

The purpose of this paper is to extend the symmetry classification of scalar Ito equations
beyond the case of multiplicative noise.

More precisely, we will consider the general case of noise coefficient o(x,t) any smooth
function, but will actually consider in more detail — and obtain more explicit results for —
the case of time-autonomous noise coefficient o = o(z), and in particular the case where
the noise depends in a simple way on the stochastic process x(t) described by the equation;
we will therefore speak of simple noise.

As well known [7HI3], a general scalar Ito equation is written as

dr = f(x,t)dt + o(z,t)dw , (1)

where w = w(t) is a Wiener process, also referred to as the driving process.

We will refer to f(z,t) as the drift term, or drift coefficient, and to o(x,t) as the noise
term, or noise coefficient; we will always understand that o is not identically zero (or we
would have a non-stochastic equation). The Ito equation is autonomous — by this we will
always mean time-autonomous — if both the noise term and the drift term are independent
of t; we will focus mainly on this case.

We say that we are in the presence of simple noise in the case where

o(z,t) = sa¥, (2)

with s and k£ > 0 real constants; we note that k is not necessarily an integer.

We stress that studying in more detail the autonomous case is not only due to the
interest of this case in applications: a theorem by Kozlov (see Theorem 3.1 in [18]) states
that if a general [to equation admits a symmetry, then there is a change of variables — also
provided by the theorem — mapping it into a time-autonomous equation.

It should also be mentioned that a symmetry classification of scalar Ito equations was
provided by Kozlov [I8]; our initial motivation to go again over this computation was
manifold:

e On the one hand, this classification is not completely explicit, so that using it requires
some effort;

e On the other hand, the Kozlov classification is in a way exceedingly fine: in fact,
it was shown by Kozlov himself that only symmetries not acting on time are useful
for integrating the Ito equations; we thus wanted to provide a rougher classification
looking only at symmetries of this type.

e Moreover, in many applications one is interested only in the case of simple noise, see
above; restricting to this case allows a more explicit classification, as we will see.

e Finally, and more substantially, after the work by Kozlov different kind of symme-
tries (random standard symmetries and W-symmetries, see below) which were not
considered at the time have been introduced, and we want to have a classification
covering these as well.
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The relation of our classification to Kozlov’s one is briefly discussed in Appendix Bl

It is maybe worth noting that we discuss general Ito equations; the special case of
equations with a variational origin, of obvious physical interest and discussed (also from
the symmetry point of view) in the literature (see e.g. [32H37]) will not be specifically
dealt with. Similarly, the approach to symmetry of Ito equations through Girsanov theory
[38H40] lies beyond the limits of our work.

2 Symmetries of Ito equations

We start by recalling some basic facts concerning symmetries of Ito equation; we will
confine ourselves to the case of scalar equations, and will refer to these as written in the

form ().

2.1 Admissible symmetries

We are only interested in Lie-point (as opposed to discrete) symmetries; moreover we will
only consider symmetries which do not transform the time variable ¢ into a stochastic
proces&@. Thus the most general form of the considered symmetry vector fields will be

Y = p(z,t;w) 0, + 7(t) 0 + h(z,t;w) 0y - (3)

Note that this allows for a reparametrization of time; for this to be a proper one, we should
require that 7 is a monotone (say, growing) function of ¢, i.e. 7/(¢) > 0. This option will
be of little interest in the following, and later on we will just set

T =0. (4)

The last term, h(z,t;w)d,,, corresponds to an action on the Wiener process w = w(t).
As we want that the Ito equation (Il is transformed into an Ito equation (actually, the
same), the transformed process should still be a Wiener process. This requires that
h(z,t;w) only depends on w, and moreover it can only give a rescaling — which, if we
require the equation to be invariant, can be reabsorbed by a change on the noise coeffi-
cient o(x,t) — and this implies that

h(z,t;w) = rw . (5)

We refer to [23128,30] for further discussion on this matter.

It will be convenient to have some nomenclature for the different types of symmetries;
these correspond of course to the case where the Ito equation is invariant under Y, and
we will see the condition for this to be the case in a moment.

e When h # 0 (i.e., with the restricted form set in (&), when r # 0), we say that we
have a W-symmetriya;

'For a more general approach taking this possibility into account, see e.g. [39L40].

2Sometimes this is also called a proper W-symmetry, to emphasize that standard symmetries (see in a
moment) are a special case of W-symmetries. Here we consider as W-symmetries just proper W-symmetries,
for ease of language.
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e if h =0 (i.e., see (@), when r = 0) we have a standard symmetry.

e Within the class of standard symmetries (r = 0), we will distinguish between the case
where ¢ depends effectively on w, in which case we speak of random symmetries;

e and that of standard symmetries (r = 0) where ¢ is independent of w, i.e. ¢, =0,
¢ = p(x,t), in which case we speak of deterministic symmetries.

Remark 1. It should be stressed that applying the Kozlov change of variables related to a
standard symmetries we are guaranteed to map an Ito equation into an Ito equation; on the
other hand, if this is done with a W-symmetry, the equation we obtain is not guaranteed
in general to be an Ito equation. Thus, albeit it may happen that this equation can be
solved exactly, we do not have a general theory for this setting, i.e. for the case of W-
symmetries. A similar caveat holds for random standard symmetries; see Remark 4 below
in this regard. ©)

2.2 Determining equations

We will thus be considering vector fields of the form (r a constant)
Y = p(z,t;w)0; + rwoy . (6)

Such a vector field is a symmetry of the Ito equations () if and only if its coefficients
satisfy the determining equations

1
po + for = 9fe + 5000 =0, (7)
(,Dw—l-O'tpx—gDO'x—TO':O; (8)

here and in the following, A is the Ito Laplacian, which in this simple scalar case reads

A(P) == buww + 20 ¢ew + 0° b - (9)

We refer e.g. to [23,128][31] for the derivation of these determining equations and for a
discussion of their properties.

Here we just note that (1) is a second order PDE, depending on both the f and the o
coefficient in the Ito equation (the dependence on the o coefficient being through the Ito
Laplacian), while (§]) is a first order PDE, depending only on the noise coefficient o, but
not on the drift coefficient f (see however Remark 2 below). It is thus not surprising that,
in general, it will be easier to tackle () than (7).

In fact, our general strategy will be to use (§]) to restrict the functional form of ¢(z, ¢; w)
before tackling the more complex equation (7).

Remark 2. The structure of the system made of eqs. (), (8) is that of a set of linear,
non homogeneous equations for . Thus we know that the most general solution for this
will be made by the superposition of a particular solution for the full system — which for
ease of reference we will also denote as w(z, ¢, w) — and of the most general solution for the
associated homogeneous system. The latter is just the system of determining equations
for standard symmetries of the Ito equation under study. In other words, when we look
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for the most general proper W-symmetries of an Ito equation, these will also include an
additive term corresponding to a general standard symmetry. In order to avoid unneeded
notational complications, when looking for proper W-symmetries we will just set to zero
the standard part. In the cases where some ambiguity could arise, we will refer to proper
W-symmetries with zero standard part as strict proper W-symmetries. ®

2.3 Determining equations in first order form

We can use () and its differential consequences to simplify (7). In fact, (8) yields ¢, =
oy — 0w, + ro; differentiating this w.r.t. x and w we get respectively

Prw = OzzP + OzPy — OzPz — T Prg + T0x
= OgzP — 0Pz + TOz,

Pww = OzxPw — 0 Prw
= 0, (poy —0pr+710) — 0 (Oga0 — OQuz + T0)
= (07 —004) ¢ — 0020c + 0 Par -

Substituting these into the expression for the Ito Laplacian (@) we get

A(p) == Quw + 20Pzw + 029%90
= (0'92@ + Uam) w0 — 00,90 + 2100, . (10)

It follows that () is now written as a first order PDE for ¢.
More precisely, we get

1 1
o + <f—§aam> Or — <f—§aaw> o + roo, = 0. (11)
X
Introducing the modified drift
1

b = f—aaam, (12)
this is also written as

ot + b, — by + roo, = 0. (13)

We have thus shown that the system (7)), (8]) is equivalent to the system (I3]), (8). Note

that b = b(x, t) is the Stratonovich drift for the Ito equation, and these are the determining

equations for the Stratonovich equation associated to our Ito equation [22]24]31].
Alternatively, we can substitute for ro in (I3) according to (8]); this yields

90t+0m90w+(b+0'0'w)90m_(bm+092c)90:0- (14)

We are thus reduced to the study of a system of two first order linear equations, i.e.
([@3), ) in the general case, or alternatively the system (I4]), (8). One should not be too
optimistic about solving this: in fact, our forthcoming discussion will show that in general
it does not admit any solution.
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Remark 3. The relation between symmetries of an Ito and of the associated Stratonovich
equation has been investigated in a number of papers [16,21,22/24H26]. As for the relation
between W-symmetries of an Ito and of the associated Stratonovich equation, this was
studied in [26]. In particular, Theorem 1 therein, when applied to the present case of
scalar equations, states that W-symmetries of an Ito equation are also symmetries of the
associated Stratonovich equation (and vice versa) if and only if the diffusion coefficient
o(x,t) is spatially constant, o, = 0. It is a simple consequence of this result that, as stated
in Theorem 2 of the same paper (again restricting it to the case of scalar equations), W-
symmetries of an Ito equation are preserved under an admissible change of variables if and
only if the diffusion coefficient is spatially constant. ©)

2.4 Compatibility conditions

The determining equations in first order form, (I3]) and (8], also provide some compatibility
conditions between b, o and ¢ (or equivalently between f, o and ¢). In fact, differentiating
([@3) w.r.t. w and () w.r.t. ¢, recalling that neither b nor o depend on w, and taking the
difference of these differentiated equations, we get

(b — 0) ozw — (by — 0z) P = 0. (15)

This reduces to a trivial identity for ,, = 0. For ¢, # 0, we have that ¢ is necessarily of
the form

gp(x,t;w) = [b(:l?,t) - 0($7t)] Q(tvw)v (16)

with () an arbitrary function.

Note that in the simplest case we are considering later on, ie. for ¢ = o(z) and
f = f(z) — which together also entail b = b(x) — we have a separation of variables in ¢,
i.e. this is of the form

plz, tw) = [b(z) — o(z)] Qt,w), (17)

with () an arbitrary function encoding all the dependencies of ¢ on both ¢t and w.
In the case r =0, eq. (8) reads then

Qu boy, — byo

as the Lh.s. of this is a function of ¢ and w, while the r.h.s. is a function of x alone,
both must be actually constants. This means not only the functional form of @) is further
constrained,

Qt,w) = n(t) " ; (19)

but also that there is a compatibility condition between b and o (i.e. between f and o)
to admit symmetries. In fact, we need

bo! — Vo =k (b — o) (20)
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for some constant k. This can be expressed as b being a solution to

k(c—0 bo'
y = Klo=b) + bo' (21)
o

Plugging (19) and (2I)) into (I3]) (and recalling we assumed r = 0) we get

e (b(x) — o(x)) (f'(t) — kn(t) = 0. (22)
This means that, unless we are in the very special case where b = o, i.e. where

1
f@) = o) + 5ol o @),
necessarily we have
n(t) = e

hence @ is of the form

Qt,w) = q explk(t+w)], (23)

with ¢ and k constants, as follows at once from (I9]).

3 Symmetry and integration of the Ito equation

Before going into our classification task, it is convenient to discuss what will be the use of
symmetries if we find some. This will also provide a justification to our choice of restricting
the form of the considered vector fields.

As for the case of deterministic ODEs — and as anticipated in the Introduction —
knowledge of a standard Lie-point symmetry allows to determine constructively a change
of variables

(@, t;w) = (y,t;w)

upon which the resulting equation for y(t) — which is of course different from the original
one, albeit equivalent to it — is readily integrated, providing an explicit realization y(t) for
any realization of the driving Wiener process w(t); inverting the change of variables this
provides an explicit realization z(t) for the process described by the original Ito equation.

Remark 4. Note that in this formulation the equation for y(¢) does not need to be of
Ito type; however, stochastic equations of more general type do lack a solid mathematical
foundation, so it is preferable to consider only cases leading to Ito type SDE for y(¢).
This point is discussed in detail e.g. in [29] (see Remark 12 therein), to which we refer
for further detail. In the case of deterministic standard symmetries we are guaranteed
that the new random variable y(t¢) obtained applying the Kozlov transformation obeys an
Ito equation, so that this is a substantial reason to study this standard symmetry case in
more detail. ©

It should be mentioned that albeit in dealing with W-symmetries the integration proce-
dure is conceptually equivalent (being based on symmetries and transformation to adapted
variables), its practical realization is somewhat more delicate, in that one should also act
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on the Wiener variables w’; this might present some subtleties. This feature will not be
relevant here, as we will found that W-symmetries are present only in a trivial way in our
problem (see Appendix [D)); thus the reader is referred to [26], see in particular Section
VIII therein, for a discussion of this point.

Assume now that a standard symmetry

Y = oz, t;w) 0, (24)

for equation (IJ) has been determined. We perform then the Kozlov change of variables
[17-19]

y = Oz, t;w) = /ﬁ dz . (25)

x,t;w)

The equation for the new variable y = y(t,w) is then in the form (see Appendix [A] for
details)

dy = F(t,w)dt + S(t,w)dw ; (26)
therefore
y(t) = ylto) + ) Flr,w(r)]dr + t Slr,w(r)] dw(r) , (27)

which provides the solution in closed form: for any realization of the driving Wiener
process w(t), we have explicitly the corresponding realization of the process y(t)ﬁ. Note
that if ¢ is a deterministic standard symmetry, i.e. ¢ = (z,t), then in ([26) we have
F =F(t), S=5(t), and (27) reduces to

y(t) = y(to) + /t F(r)dr + / S(1)dw(T) . (28)

0 to

On the other hand, for a general ¢, i.e. if this also depends on w, we are not guaranteed
([26) is in Ito form. See also [29].

Remark 5. It may be worth writing down the explicit relation between the original drift
and noise coefficients f(z,t) and o(x,t) on the one hand, and the transformed ones F' (¢, w)
and S(t,w) on the other. These are

1
F(t,w) = I —02(’0—920— %dm,
2 P
g Pw
S(t,w) = ——/—dx. (29)
(t, w) ” 2
We refer to Appendix [Al or to [T7H22] for the derivation of these formulas. ®

3See e.g. the numerical experiments reported in [27] for a pictorial illustration of this discussion.



]OCI’] m p[ Symmetry classification of scalar Ito equations 63

4 Reduction of Ito equations to standard form

When dealing with Ito equations, it is convenient to reduce them to a standard form; this
procedure will be discussed in this section and here we will always assume o(x,t) # 0.
Consider the function

1
, 1) = — dx 30
sant) = [ oo (30)
i.e. a primitive of o w.r.t. the variable x; this is always defined up to a function of ¢ alone,
which we will take to be zero.

In the following, it will be convenient to also define the function

o(z,t) = — %g(m,t) = /Z;((i’?) dx . (31)

Note that for o autonomous, o = o(z), the function g will also be a function of x alone,
g = g(x); correspondingly, o(x,t) is identically zero if o does not depend on time.
We can then consider the change of variable

y = g(z,t). (32)
By Ito rule, and with A the Ito Laplacian (@), we have
_0Og 0g 1
dy = a—xdaz + Edt + §A(g)dt

= L @ndt + ot du] — (/ o1(2,1) d:c> dt

) o?(z,t)
_ 302(55,15) (Jw(a”t)) dt

o?(x,t)
- [ggig - %%(“7’5) - @(%t)} dt + dw

= Flz(y,t),t]dt + dw .

In the last line, we should express x as a function of y and ¢ inverting the change of
variables © — y = g(z,t); in the following we will denote this by

In this way, i.e. through the change of variable ([B2), [B0), any Ito equation (dI) is
changed into an Ito equation with unit noise term

dy = F(y,t)dt + dw (34)

and the drift coefficient F(y,t) is defined in terms of the original drift and noise coefficients
(and of our shorthand definition (31])) as

@) Lot — o) . (35)

F(y,t) =
o(x,t) 2 -



64 ]ocnmp[ G. Gaeta & M.A. Rodriguez

Remark 6. Note that if the original Ito equation is time-autonomous, i.e. f = f(x) and
o = o(x), then the transformed Ito equation is also time-autonomous, i.e. f = F(y); more

precisely, in this case (32)) and [B3) yield y = g(z), x = £(y), and we get

f@) 1
F = |—= — —o.(x . 36
w =55 - 50| (36)

Remark 7. One may be tempted to use the reduction to standard form also for integrable
equations, so to have a simple Brownian integral. In fact, consider an equation of the form

de = f(t)dt + o(t)dw ; (37)

this is integrated, yielding
t

o) = atto) + [ f(r) dr + /t o(7) duw(r) . (38)

0

However, determining the function z(¢) for a given realization of the Wiener process w(t)
is in practice non trivial.
Passing to the variable

1
y = g(x,t) = /%da: = %

we have (recalling that A(g) =0, as y = g(z,t) is a linear function of )

dy = gxdzlt + g dt

— (0t + olt)dw) ~ (“*“) - dt

U(t a?(t)

() - (c8yofa

= la(t) + b(t) y] dt + dw .

Thus we have transformed the original equation — which was independent of  and hence
immediately integrable — into an equation which is not immediately integrable. Needless
to say, the equation is still integrable, albeit showing this will require some further work.
See Section ®

Remark 8. A special case is provided by o(z,t) = s; this is reduced to the case of unit
noise coefficient by just y = /s and = = sy, see (82]) and (83]), and in this case we get

Flg.t) = = f(su.1) (39)

by just applying (33]). ®
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5 The case of constant noise

We want to discuss right away the case of constant moise. This is definitely relevant in
applications, and — albeit it was at the basis of the Kozlov classification [I8] — was not
considered in previous papers dealing also with random and W-symmetries [27,28], so we
should look at it.

Moreover, and more importantly, the discussion of Section Ml above shows that this case
— and actually that with constant unit noise — will provide the skeleton for a classification
in the general case.

In view of the relevance for applications of the general constant noise case, we will first
consider the case o(z,t) = s, and only later on restrict to the case s = 1; we could of
course also consider just the case s = 1 and use Remark 8 above.

For o(x,t) = s, the second determining equation (8) with » = 0 reads simply

Yw + Spz = 0; (40)
this is solved immediately to yield
oz, t;w) = P(u,t); uw = — sw. (41)

The situation is only slightly more complex for general r; in fact, in this case the
equation (&) reads

Puw t+ Sz = TS (42)
this is also solved immediately, now to yield (with u as above)
oz, t;w) = rx + P(u,t) . (43)

Note it is legitimate to use the same symbol v as in ([4Il) above, since in this way for r = 0
we are reduced indeed to ([AI) itself.
Note also that o(z,t) = s and u = x — sw entail that

Algp(u,t)] = 0. (44)
The first determining equation (7)) is then
Yo + fou — A fa + 1 (f — xfs) =03 (45)
in the case r = 0 this is, of course, just
Ve + fhu — P fa = 05 (46)

We will now first treat the special cases of f(z,t) independent or linearly dependent
on z, and then deal with the general one excluding these special, and in some respect
degenerate, ones. (More precisely, these are degenerate in that they give f,.(z,t) = 0; see
the discussion below.)
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5.1 Case A. Drift independent of x
Let us first consider the case where
f(z,t) = h(t) (47)

(possibly with A(t) = ¢ or h(t) = 0); we will denote by H (t) a primitive of h(t),

/ Wt (48)

Note that this case is of little interest, in that it is trivially integrable to give

z(t) = z(ty) + /t h(r) dr + s [w(t) — w(ty)],

0

but we will analyze its symmetries for the sake of completeness.
Now the equation (45]) reads

Pe(u,t) + [r + Yu(u,t)] h(t) = 0; (49)
this is readily solved, e.g. by the method of characteristics, yielding with the notation (48]
Y(u,t) = Plu—H(t)] — rH(t) (50)

where P is an arbitrary function of its argument. As for the corresponding symmetry
vector field Y, see ([l), this is identified by

o(x,t;w) = Plr — sw — H({t)] + r [x — H(t)] . (51)
In the case of standard symmetries, r = 0, this just reduces to
o(x,t;w) = Plr — sw — H(t)] . (52)

5.2 Case B. Drift linear in z

We consider next the case where
flz,t) = h(t) + k(t)z; (53)

we assume k(t) # 0, or we would fall back into case A seen above. Similarly to what we
have done before, we denote a primitive of k as

K(t) = / k(t) dt | (54)
The equation (@3] reads now
e+ (h+kx)(r+¢u) — k(re+y) = 0; (55)
or, with a little simplification,

v + hipy — kY + rh + (k) x = 0. (56)
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Obviously (46]) is obtained from this by setting r = 0.
As h = h(t) and ¢ = ¢(u,t) do not depend on z, the x-dependencies in (0] are explicit.
Looking at the coefficient of = in (56), for any value of r we have

k(t) Yulu,t) = 0. (57)
As by assumption k(t) # 0, this requires 1, = 0, i.e.

P(u,t) = n(t) . (58)
The equation (B6)) is thus reduced to

() = k(t) n(t) — rh(t), (59)
while in the case r = 0 we simply have

() = k() n(t) . (60)

The latter is promptly solved by
n(t) = A exp[K(t)] ; (61)

that is, up to an inessential multiplicative constant we have only one standard symmetry,
identified by

oz, tiw) = exp[K(1)] = exp [ / k(t)dt} . (62)

As for W-symmetries, i.e. for the case r # 0, eq.(59) is solved by

nt) = Aef® — p KO /h(t) e KO ar | (63)
yielding
t
oz, t;w) = Ak 4 g — rekW / e K0 n(r) dr . (64)
0

5.3 Case C. General drift

We will assume from now on that the first two z-derivatives of f(z,t) are nonzero, i.e.
fzz 7 0 (which also implies f, # 0), having treated separately the case of f independent
of x or linear in .

Our equation (43]) depends on x only through an explicit term rz and through f and
fz; as the series expansions of f and f, are independent unless f is an exponential in x,
we expect to get standard symmetries only for an exponential f, possibly with a slight
modification for W-symmetries due to the presence of the term rz. This will indeed be
the case.

Let us first of all note that if there is a v satisfying this equation, it must actually
depend on w. In fact, assume ¥ (u,t) = n(t); then (@3] reads

7)) + rft) — [re + n@)] fol,t) = 0.
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Differentiating this w.r.t. x we get
[rz + n(t)] fee(z,t) = 0.
But we assumed fy,(z,t) # 0, so it should be
re + n(t) =0,

which requires to have both r = 0 and n(t) = 0. Thus we conclude that indeed a nonzero
¥ (u,t) must depend effectively on w.

Actually, as we show in a moment, it has to satisfy ¢y, # 0. In fact, consider again
(@3] and differentiate it once w.r.t. u and once w.r.t. x; this yields

We note that if v, = 0, then the equation reduces to f..%, = 0; but having assumed
fzz # 0, this would require v, = 0, hence 9 (u,t) = n(t), and we have seen above this
implies 1) = 0; so we can exclude the case 1, = 0 as well.

We like to write (63]), making use of f,, # 0 and v, # 0, in the form

Yuu _ Joz

Uy Ja
Here the L.h.s. is a function of u and ¢, while the r.h.s. is a function of x and ¢. Thus the
equation may hold if and only if

(66)

Tpuu(u,t) . . fmm($at)

e B ATX) o
for some function B(t). These equations yield

flzt) = ai(t) + bi(t) exp[B(t) 2], (68)

(u,t) = az(t) + ba(t) exp[B(t) u] ; (69)

here a; and b; are arbitrary smooth functions of time.

Note that we must require both by (t) # 0 and B(t) # 0, or we would be back to the case
of z-independent drift. We must also require bs(t) # 0, or 1) would not depend effectively
on u, which we have seen above is instead necessarily the case.

Inserting these expressions into ([45]), we get (omitting the functional dependencies for
ease of notation)

eB [r—(rz+az) B] by + "B [ty + uby B’ + a1bs B] + (rai + db) = 0. (70)
Differentiating this w.r.t. x, we get
e (rz + as) by B = 0. (71)

As noted above, we must assume b; # 0, B #% 0. Thus we conclude that r = 0, which
means there are no proper W-symmetries, and as(t) = 0.
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With these, (T0) reads

e [t + a1bs B + uby B ; (72)

as the u dependencies are now explicit, this splits into the two equations
bo(t) B'(t) = 0, (73)
bo(t) + a1(t)be(t)B(t) = 0. (74)

The first equation requires to have either bo(t) = 0 or B(t) = 8 a constant. But, the case
ba(t) = 0 has been excluded above (it gives ¢ = 0, i.e. no symmetry). Thus we are left to
consider the case B(t) = (3, which corresponds to

fla,t) = ai(t) + bi(t) &7 (75)
Now the equation (74]) reads

o(t) = — B ai(t) ba(t) ,

and its solution is
() = c o |5 [ dr| = c epl-p ] (76)

here we have denoted by A; a primitive of aj, and ¢ is an arbitrary constant (which may
absorb the constant of integration arising from the primitive).

Summarizing, we have concluded that for f(x,t) of general form (that is, not indepen-
dent of or linearly dependent on x), we have symmetries if and only if f(z,t) is of the
form ([73]). In this case the symmetries are standard ones (i.e. r = 0), and are identified
(as usual, up to an inessential multiplicative constant) by

oz, t;w) = exp[f (z — sw — Ai(t))] . (77)

5.4 Summary of results for constant noise

We have thus concluded our detailed discussion of the constant noise (i.e. o(x,t) = s)
case; we have completely classified all the drift terms such that the Ito equation has either
standard or W-symmetries. Our results are summarized in the following two Propositions
(Proposition 1 for proper W-symmetries and Proposition 2 for standard symmetries) and,
for standard symmetries in Table [T} the case of autonomous Ito equations is considered in
Remark 10 and, for standard symmetries, in Table 2l

Proposition 1. (Proper W-symmetries) An Ito equation (1) with constant noise o(x,t) =
s admits proper W-symmetries if and only if the drift term f(x,t) is either independent
of © (case A) or depending linearly on x (case B). In case A we have an infinite set of
W-symmetries for any value of r # 0, in correspondence to an arbitrary function of the
variable

¢ == x—sw— H(t)

and identified by

o(z,t;w) = Ple — sw — H(t)] + r [x — H(t)] ,
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while in case B, with f(x,t) as in (33), we have one W-symmetry for each arbitrary value
of r #0, given by (@) and identified by

¢
oz, t;w) = B KO 4 pp — KO / e K(T) h(r) dr (78)
0

with B an arbitrary constant.

Proposition 2. (Standard symmetries) An Ito equation (1) with constant noise o(x,t) =
s admits standard symmetries if and only if the drift term f(x,t) falls in one of the
three cases A,B,C given in Table[d; the symmetries are then given, up to a multiplicative
constant, by (@) with p(x,t;w) as given in Table[d. In case A this depends on an arbitrary
function of the variable ¢, while in cases B and C' there is — for f(x,t) of an allowed form
- only one symmetry.

Remark 9. The structure of proper W-symmetries described in Proposition 1 corresponds
to the one expected on the basis of Remark 2; that is, we have the superposition of a strict
proper W-symmetry and of a general standard symmetry. The strict proper W-symmetries
are identified by w(z,t,w) (see Remark 2) and in the different cases are as follows:

e In case A — where we have f(z,t) = H'(t) — we get

wa(z,t;w) =7 [z — H(t)] ;

e In case B — where we have f(z,t) = h(t) + K'(t)x — we get
t
wp(z, t;w) = r [m — KO / e K@) p(7) dT:| ;
0

e In case C' we have no proper W-symmetry.

Note that in case B, there is a hidden arbitrary constant, corresponding to the integration
constant in the integral. ®

Remark 10. In the case of autonomous Ito equation — which in the present context
means just f(z,t) = f(z), as the noise term is not only autonomous but just constant
— the situation gets slightly simplified. This is summarized, for greater clarity and later
reference, in Table [2] for what concerns standard symmetries.

As noted in Remark 2 (see also Remark 9), the most general W-symmetry is a compo-
sition of two independent parts: the most general standard symmetry and a strict proper
W-symmetry, identified by w(z,t;w). Thus we only have to identify the latter, which is
obtained by specifying the formulas given in Remark 9 above. We get

e In case A, where now f(z) = ¢, we have

walz, t;w) = rjr — ct] ;

e In case B, where now f(z) = ¢y + c1x, we have

wp(z, t;w) = r [z + (co/c1) (1 + veclt)] ;
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e In case C' we have of course no proper W-symmetry.
Note that in case B there is an arbitrary constant -, corresponding to the constant of

integration for the formulas given in Remark 9. ®

We will note here that in the case of autonomous equation and s = 1 the drift coefficients
in the three cases are respectivel

Valz) = ¢,
Up(x) = o + awx, (79)
Vo(x) = co + ¢ explfr];

correspondingly the symmetry coefficients are

D p(z,t;w) = Plx—w-—ct),
Op(z,t;w) = explat], (80)
So(z,t;w) = exp[flz —w — cot)] .

5.5 Discussion

As mentioned above, case A is of little interest, in that in this case the equation is directly
integrated.

In case B, our discussion shows that the only standard symmetries we obtain are deter-
ministic ones; thus our result in this case just reproduces the one obtained by the Kozlov
classification [1§].

On the other hand, in case C the only standard symmetries we obtain are random ones,
and these were not considered in Kozlov classification.

Similarly, we obtain proper W-symmetries — and hence also strict proper W-symmetries
— only in the trivial case A and in case B; as these were not considered as well in Kozlov
classification [I8], our result for case B is in fact new.

In the next Section [fl we will show how our discussion — and thus in particular these gen-
uinely new results (compared with Kozlov classification) — extends beyond the framework
of equations with constant noise.

H case H f(x,t) ‘ o(t, z;w) H
A H'(t) Pz — sw— H(t))
B a(t) + B'(t)x exp[B(t)]

C || A'(t) + b(t) exp[Bz] | exp[B(z — sw — A(t))]

Table 1. The standard (r = 0) symmetries when o(x) = s, identified by ¢ through eq. 24). In
case A, P is an arbitrary smooth function of its argument; in case C, /3 is a real constant. For the
case with r # 0, see Remark 9.

“Here we use U instead of f for the drift coefficients and ® instead of ¢ for the symmetry ones to stress
they correspond to special cases, and for later reference in Sect[6l
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H case H fx) ‘ o(t, z;w) H
A c P(z — sw — ct)
B co+c1x explcit]

C || co + c1 exp[Bz] | exp[fB(z — sw — cot)]

Table 2. The standard (r = 0) symmetries when o(x) = s and for autonomous Ito equations,
identified by ¢ through eq. ([24). In case A, P is an arbitrary smooth function of its argument; in
case C, B is a real constant. For the case with r # 0, see Remark 10.

6 Simple noise, autonomous Ito equations

We will now consider the case of general noise coefficient. It will turn out, not surprisingly,
that our results are more explicit in the case of autonomous equations and even more for
stmple noise; recall in this respect that, as mentioned in the Introduction, one can always
reduce an Ito equation admitting a (deterministic) symmetry to the autonomous form [I§].

As these cases are also relevant in applications, we will start by considering them, i.e.
set

flz,t) = f(z), o(z,t) = s x| (81)

and bound ourselves to standard symmetries; only in a second time we pass to consider
the most general situation. Recall we will always assume o(x,t) # s, i.e. k # 0 (as we
discussed this case in the previous Section), and o(x,t) # sx, i.e. k # 1, as this case was
discussed previously in the literature [28]. Needless to say, we will always assume s # 0,
or the equation would be deterministic rather than stochastic.

We will follow the approach described in Section @l We will thus define a new variable
y through (27), which in the present case of simple noise reads

21k
yzg(iﬂ):/$dﬂ?:m§ (82)

note that in the last equality we have taken advantage of the explicit form of o(z). We
note, for later reference, that the inverse change of variables is just

v = [(1-k)yV0 = €(y) . (83)
As discussed in Section [l in this way our equation is transformed into
dy = F(y)dt + dw , (84)

where the function F(y) is given explicitly by (B5]), which in the autonomous case reduces
to B0). In our case do/0x = ska*~1; using (83) this reads

(%Z) = sk[1-k)yl™" = <1S—kk> 5

Thus we get
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Now, the relevant point is that (84)) is an Ito equation with constant noise, i.e. of
the type which was considered in Section Bl Thus we know that it admits symmetries if
and only if the drift coefficient F'(y) is in one of the three allowed forms identified in our
discussion there, and actually with s = 1, see Table 2l

6.1 Equations admitting symmetries

Our task is then to understand which form of f(z) leads to an F'(y) of the allowed form.
We write these allowed forms (with s = 1) as U, (y), a = A, B, C.

Now we also note that our computations are simpler if we work in the x variable, i.e.
if instead of using (83]) to express z in the terms of the new variable y, we use the direct
change of variables (82]) to write y = g(x). In this way the equations to be satisfied are
just

5 0'(2) = Walg(e)] (56)
which of course means

@) = |waloto] + 50/ ote). (57)

6.1.1 Case A

The first case is also the simplest one. Now W(y) = U 4(y) = ¢o, and eq.(87)) yields

1
flz) = [co + 5 a'(az)} o(x) . (88)
In the simple noise case, i.e. using (82), this means
2
k
f(z) = cosa® + %x%_l. (89)

6.1.2 Case B

In the second case we have U (y) = ¥p(y) = ¢p + c1y and we have

fa) = o0+ evgte) + 3o o). (90)

In the simple noise case this reads (recall we set k # 1)

k
f(l‘) = |:C(] + ﬁ l‘l_k + %$k_1:| Sl‘k
2k
= coszh + a . + 5P 2k-1 (91)
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6.1.3 Case C

In the third case we have ¥U(y) = U (y) = ¢o + ¢1 exp[y] and we have

1@) = |a + o ewls@] + 500 o). (92)

In the simple noise case, and recalling once again k # 1, this reads

flx) = cosxk + 82—]{;96%_1 + 618$k exp L xR (93)
2 s(1—k)

6.2 Admitted symmetries

We have thus classified all the autonomous scalar Ito equations admitting symmetries. In
order to obtain the explicit form of the admitted symmetries we have two different ways
to proceed. On the one hand, we could use the fact that symmetries of Ito equations are
conserved under a change of variables, as shown by Lunini [2425]; or we can directly solve
the determining equations (7)), (8)) for each of these.

Remark 11. The result of Lunini was obtained before the introduction of W-symmetries,
S0 it is not clear that it would apply in this more general framework. Actually, it turns
out this is not the case, as will appear from our direct computations in Appendix[Dl The
direct proof of conservation of standard (deterministic or random) symmetries provided
in Appendix [C]| for the simple scalar case will also help clarifying this point. ®

In the present case of simple noise, once we know both f and o, determining the
symmetry vector fields turns out to be a simple task. We will thus proceed in this way.

Actually, a part of the computation can be made without reference to the different
cases: in fact, the equation (8)) only depends on o, and not on f.

For our present assumption o(z,t) = sz¥, and with 7 = 0 (i.e. looking for standard
symmetries) the equation (8) reads

k-1

Yw + szFo, — ska*lo = 0. (94)

This is promptly solved by the method of characteristics, yielding
go(x,t,w) = xk w(zat) ) (95)

where we have defined

ﬂjl_k

o (96)

zZ = w +

Now the equation (8) is identically satisfied, while (7)) becomes an equation for 1,
depending on the form of f(x,t).
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6.2.1 Case A
In case A we have )

flz,t) = ca® + 532/<;a:(2/<;— 1) ;
the equation (7)) is then

zk

(st — ctp,) = 0. (97)

S
The general solution to this reads
P(z,t) = nu), w:=ct + sz, (98)
and in conclusion we have symmetries depending on an arbitrary function, i.e.
oalz,t;w) = ¥ nu) . (99)
6.2.2 Case B
In case B, we have

1
f(ﬂ?,t) = C(]Sl‘k + 1c_lk$+§82kx2k_1;

the equation (7)) is then of the form

C1

m . + " OY(z,t)] = 0,

with © a linear operator which we do not write down explicitly. This enforces

P(z,t) = n(t) ; (100)
now the equation (7)) is reduced to

2 [ (t) — evn(®)] (101)

which yields immediately
n(t) = explert]

and hence

op(z,t;w) = zF et (102)

6.2.3 Case C

Finally, in case C we have

1
f(z,t) = coa® + craPexp[fat™] + 53214;332]“_1.
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The equation (7)) reads now

rk

[wt ~ oty + explBzF] Bask—1y — aw)| = 0. (103)

s
Requiring the vanishing of the part without the exponential yields

U(z,t) = nu), w = t+(s/co)z; (104)
plugging this into the full equation we get (omitting the exponential factor)

cs

6618(k—1)n—g77 =0, (105)
and hence
n(u) = K exp[Beo(k—1)u] (106)

with K an arbitrary constant. In conclusion,

ooz, t;w) = Ka* expl[Bey(k—1)u] . (107)

6.3 Admitted symmetries, the alternative approach

As stated earlier on, standard symmetries of an Ito equation are preserved under a change
of variables. We can use this fact to determine in a different way (but obtaining the same
results) the symmetries for the symmetric equations identified in Section [G.1]

We should recall that the equations identified by the f(z) listed in Tables Bl and [ are
mapped into those listed in Table 2] by the map x — y = g(z), and that in the presently
considered case of simple noise o(x) = sz, we have g(z) = z'%/((1 — k)s). Thus the
symmetries correspond to @ [g(x), t; w]| with &, (k = A, B, C) the functions listed in (80).
Note that the symmetry vector field is Y = ®4(y,t; w)0dy; as we want to express this in
terms of z, hence of 0,, we should recall that 0, = (0g/0x)0, = (1/0(x))dy, i.e. that
9y = o(x)0,; = %0, (the inessential constant s has been dropped).

One readily checks that the structure of the symmetries we have determined in the
previous section [6.2] see also Tables Bl and Ml is exactly this.

6.4 Summary of results for simple noise

We can summarize the results obtained for general noise in Table B} in this case we can
only give results in terms of the generic function g(z), to be computed through the integral
in (B0) (see (82)) as well), so we have an implicit form classification.

In the case of simple noise (2 we can obtain the classification in explicit form; this is
provided in Table [l

Remark 12. In this Section we only discussed standard symmetries, and not W-symmetries.
It turns out that for (non-constant) simple noise, and under our assumption k # 1, there
is no proper W-symmetry. This assertion is proven in detail in Appendix ®
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[ease | F@)/o() DL
A c+ (1/2)o,(x) Plg(z) — ct — w]
B o +c1g(@) + (1/2)0z(2) explcit]

C || co+crexp[By(z)] + (1/2)0x(x) | exp[B(g(z) — w — cot)]

Table 3. The standard (r = 0) symmetries for general autonomous noise term o (z), identified by
o through eq. (@). In case A, P is an arbitrary smooth function of its argument; in case C, § is a
real constant. The function g(x) is given by [B0). We tabulate f(z)/o(x) and ¢(z,t;w)/o(x) for
typographical clarity.

[o] ) | Aiww |
A ca® + (1/2)s% ka1 PR /(1 — k) — sw — ct]
B cor® + 1o + (1/2)s2ka? 1 2 exp[(1 — k)cyt]

C | cox® + cra¥ exp[Bx'=F] + (1/2)s%kax® 1 | 2% exp[B(z'=F — (1 — k)(sw + cot))]

Table 4. The standard (r = 0) symmetries for simple o(z) = sx* (with s # 0 and k # 0, k # 1),
identified by ¢ through eq. (@). In case A, P is an arbitrary smooth function of its argument; in
case C, [ is a real constant.

7 The general situation: non-autonomous equations, non-
simple noise

The approach pursued in the previous Section [6l for simple noise and autonomous equations
can also be applied in the general case of non-autonomous equations and general noise
(always excluding the cases o(z,t) = s and o(z,t) = sx).

In such general case, obviously, we will not be able to write explicitly the direct and
inverse changes of coordinates (82]) and (83]). That is, albeit we will be able to classify
symmetric equations and their standard symmetries, this classification will be only im-
plicit, and for each noise term o(x,t) one will have to perform the integral appearing in
([B2]) and attempt to invert this in order to get the equivalent of (83)).

We stress that for o depending on ¢, we have to use the full form (B5]) of the transformed
drift coefficient, rather than the simplified form (36). Moreover, as we started from a non-
autonomous equation, the transformed (constant noise) equation will in general be also
t-dependent; in other words, we have to use the ¥,(y,t) identified by Table [l instead of
the U, (y) identified by the simplified Table 2|

The equation to be solved in order to identify the f(x,t) giving raise to F(y) = ¥, (y)
under the change of coordinates (82]) are then

o¢(x,t)
o?(x,t)

Fat) = |Walg(w )] + %o—x(az,t) _ / daz} (1) . (108)

We note that this can be written in a more compact way; in fact, the last term within the
square brackets is also written as dyg(x,t). Thus (I08) reads also

Pl t) = Walgle,0),1] o(r,t) + 3 100>, 0)] + ola,t) Aol 1)) (109)
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This formula, together with the explicit form of the ¥,(y,t) provided in Table [Il and
([30), contains the whole classification. As already remarked, for a general functional form
of o(x,t) we cannot provide a more explicit representation of the allowed f(z,t).

We thus summarize our discussion in the following Proposition; unfortunately, it gives
the result in a rather implicit way. Some explicit examples, which illustrate how these
Propositions can be used in practice once one gives a concrete noise term o = o(z,t), are
given in Appendix [E]l

Proposition 3. A general Ito equation (1) admits a standard symmetry if and only if
the drift and noise terms f(x,t) and o(x,t) satisfy the relations embodied in (109) and
(30) for W,(y,t) one of the functions described in Table [1. In this case the symmetries
are provided by the functions ®,(y,t;w) given in Table [

The situation is slightly simpler — but still defying an explicit classification — in the case
of autonomous equations with a general (not simple) noise. Now the relevant functions
U, (y) are those of Table [I] and the equations to be satisfied are

f@) = Walg(@)] o@) + 7 %) (110)

g(x) = /ﬁ dx . (111)

Proposition 4. A general autonomous [lto equation
de = f(z)dt + o(z)dw (112)

admits a standard symmetry if and only if the drift and noise terms f(x) and o(zx) satisfy
the relations embodied in (I10) and (I11) for Y,(y) one of the functions described in Table
[A In this case the symmetries are provided by the functions ®,(y,t;w) given in Table[2

Remark 13. Proposition 3 and Proposition 4 describe the situation for general (i.e.
non.autonomous) and autonomous Ito equations respectively in a rather implicit fashion.
In Table [, where we use the shorthand notations ([B0), (BIl), a somewhat more direct
description is provided. Note this Table describes the general situation (non autonomous
Ito equations) but also applies to the case of autonomous equations: in this case one has to
specialize to f and o independent of ¢; needless to say, now g(z,t) and o(x,t) are actually
functions of z alone as well. ®

Remark 14. It should be noted that the notation in terms of indefinite integrals, as
in (30), BI), is potentially confusing in some situation as we don’t keep track of the
integration constants. A more precise notation would be as

r O't(.’,l'/, t)

o
g(x,t) = / ———da', o(z,t) = / ——~da’ | (113)
2o 0(@'1) v 02 (2,1

In discussing eq.(I25]) below we will have to be a bit more careful about this point. ©®
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H case H f(z,t)/o(z,t) ‘ oz, t;w)/o(x,t) H
A H'(t) 4+ 304(z,t) + o(z, ) Plg(z,t) —w — H(t)]
B a(t) + B'(t)g(x,t) + %Um(ﬂj,t) + o(x,t) exp[B(t)]
C | A'(t) +b(t) exp[By(a, )] + 530u(x, 1) + oz, 1) | exp[Bg(z,t) —w — A(t))]

Table 5. The standard (r = 0) symmetries for general (i.e. non autonomous) Ito equation and
arbitrary noise o(z,t). This table uses the shorthand notation (II3]), and we tabulate f/o and
@/, for typographical convenience.

8 Integration of symmetric equations

It is rather clear than once we have integrated the symmetric equations with constant
noise identified in Section [l a simple use of the changes of coordinates (82]), (83]) allows
also to integrate the symmetric equation with non-constant noise identified in Section

We will thus just focus on the case with constant noise. The solutions for the integrable
equations with non-constant noise can be obtained from these using the transformations
taking those equations into their standard form with constant (unit) noise, as discussed
at length in Section [l

In order to integrate the symmetric scalar Ito equations, we will use the Kozlov approach
[T7H22], which amounts to a symmetry-adapted change of coordinates (see Appendix[Alfor
details). This will of course be different for each one of the three cases we have identified
in Section

8.1 Case A

In case A we have equations of the form
de = a(t)dt + sdw ; (114)

these are immediately integrated with no need to use symmetries, providing

2(t) = 3(t) + /t a(r)dr + s [w(t) — w(to)] . (115)

0

8.2 Case B

In case B we have equations of the form
dr = [a(t) + b(t)z]dt + sdw; (116)

these admit the symmetry
Y = exp[B(t)]0,, B(t) = /b(t)dt, (117)

corresponding to ¢(z,t; w) = exp[B(t)].
We change variable passing to

y = /l de = ¢ B0 g (118)
¥
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This satisfies (note that as the change of variable is linear in x the Ito Laplacian gives a
null contribution)

dy = e POdx — b(t) e PO 2 dt
= e BO [(a(t) + b(t)z) dt + sdw] — b(t) e B 2 at
at)e PO dt + s dw ;

this is promptly integrated to give

y(t) = y(to) + /t a(r) e B dr + s [w(t) — w(ty)] . (119)

0

We then invert the change of variable (II8]), which gives
y (120)

(again we have no contribution from the Ito Laplacian, as we have to deal with a linear
transformation), so that

z(t) = 2(tg) + PV [/tt a(m) e B0 dr + s [w(t) — w(ty)]] . (121)

8.3 Case C

In case C we have equations of the form

dx = [a(t) + b(t) eﬁx] dt + sdw ; (122)
these admit the symmetry

Y = exp[f (x — sw— A(t))] 0, . (123)

The Kozlov change of variables is now

y = /e—ﬁ(x—sw—A(t)) de — _% ¢~Bla—su-A(t) (124)
with inverse
1
r = ~3 log(By) + sw + A(t) . (125)

Remark 15. This formula is seemingly singular due to the presence of the logarithm term.
As anticipated in Remark 14 above, this is due to our compact notation with indefinite
integrals. In fact, if we use the definitions given in (II3]), then we obtain

1
_ _ = _B(sw+A(®Y)) —Bxo —Bx
Y— 1o = 5 e <e —e >

and hence

e P = e Fro _ g AlswtA®) () _ 40y
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Thus, in the end,

1
r = — 3 log [e‘ﬁ(mo_sw_A(t)) + ﬁ(yo—y)] + sw + A(t) . (126)

Since possible sources of confusion are clarified, we will revert to the compact notation.
®

Now we should compute
Ay) = [_582 + 288 — 532] e Bla—sw—A@t) _ (

Thus we have

Oy dy Oy
dy = 8a;d$+ atdt—l—awdw

_ e_ﬁ(m—sw—A(t)) [dw — sdw — CL(t) dt]
_ o Bla—sw—A®) [(a(t)+b(t) eﬁr) dt + sdw — sdw — a(t) dt]
_ eﬁ(sw+A(t))b(t) dt .

This shows that — as it generally happens — the transformed equation is not of Ito type.
We still have

t
y(t) = ylto) + / S EADN Y (1) dr (127)
t

0
and z(t) is recovered by (I25]).

Remark 16. As discussed in [25] (see Theorem 5 therein) one can know a priori if the
Kozlov reduction of an Ito equation (Il) under a random standard symmetry (24]) will
produce an Ito type equation. In fact, defining the function vy(z,t;w) as v := 9y (1/¢p),
this is the case if and only if the equation

1
on + oy = fow + 5 (0w + 0 %)

is satisfied.

In the present case, with the f(z,t) and ¢(z,t;w) as in Table [ (case C'), and setting
s =1 (obviously nothing changes with a general s # 0), a direct computation shows that
this equation is equivalent to

B b(t) explw + A(t)] = 0,

i.e. is never satisfied, except in the trivial cases 5 = 0 or b(t) = 0; note that in both these
cases we are actually back to case A. ®
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9 Conclusions

We have thus completed our task. That is, we provided a classification of symmetries
for scalar Ito stochastic differential equations. This is based on the one hand on the
classification for such equations with constant noise o(x,t) = s, obtained in Section [5} and
on the other on the (well known) possibility to reduce any non-singular Ito equation to
this standard case by means of the transformations discussed in Section [l

This kind of classification was considered previously by Kozlov [I8]; his results are on
the one hand more extended, as he considers also transformations acting on time; and
on the other hand less extended, as at the time of his work certain types of symmetries,
i.e. random standard symmetries and — albeit in the end we found they are quite rare —
W-symmetries, had not yet been introduced in the literature. Thus our work does add to
Kozlov’s work the classification of equations possessing these types of symmetries.

All in all, it is quite clear from our Tables that — despite considering this wider set of
admitted transformations — symmetric (scalar) Ito equations are a very small subset in
the class of (scalar) Ito equations. This is not surprising: even in the deterministic setting
symmetry is a highly non-generic property (albeit physicists may have a different feeling
when considering equations originating from fundamental Physics, due to the inherent
isotropy and homogeneity of space and time-translation invariance), and in the stochastic
case symmetries must preserve both the drift — i.e. roughly speaking the deterministic
part of the equation — and the noise coefficients.

It should be stressed that, as already stated in the Introduction, the list of symmetric
equations is rather limited, but not exceedingly poor; moreover, even in the simpler case
of constant noise and standard symmetries (see Table [2), when one takes into account
standard random symmetries as well, it includes equations with exponential drift — a
feature which is rather surprising if compared to previously known results.

On the other hand, we have now identified symmetric equations, and discussed in
Section [§ how the symmetries are used to integrate them. This provides a “ready to use”
catalogue of problems which can be exactly integrated with no further effort; needless to
say, they and their integration can also be used as a starting point for the perturbation
study of “nearby” stochastic problems.

We also note that, albeit we focused mainly on standard symmetries — as in this case
the Kozlov map is guaranteed to transform the original equation into a new Ito equation,
see Remark 1 — we also partially discussed the case of W-symmetries, albeit to find out
they are present only in the case of constant noise; see Remarks 2 and 9 above. We stress
that the last statement should be understood within the limits of this study: recall we have
excluded from consideration of simple noise the case of o(z,t) = sz, as this was studied
previously in the literature [28]; in this case, there are instead proper W-symmetries.

The obvious limitation of our study is that it concerns only scalar equations. For
an n-dimensional Ito equation, i.e. a system of n coupled scalar Ito equations, the two
determining equations (7)), (§), are replaced by a system of n +n? similar equations (more
precisely, n second order PDEs and n? first order PDEs), so the difficulty of obtaining a
classification increases quickly with the dimension of the system.
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A The Kozlov transformation

As mentioned in Section[3] once an Ito equation admits a symmetry of the form (), one can
perform a change of variables mapping the equation into a new equation in which the drift
and noise coefficients do not depend on x — in case the symmetry is a deterministic one,
they only depend on ¢ — and which can hence be explicitly (and immediately) integrated.
This result is due to Kozlov [18] and is at the basis of the application of the symmetry
approach to integrate stochastic equations; it is well known, but we discuss it here for the
sake of completeness.

We stress that the converse is also true: if the equation can be integrated, being possible
to bring it to an integrable form, then it must admit a standard symmetry.

That is, we want to prove that the Ito equation (Il) can be mapped into the target —
and immediately integrable — form

dy = F(t)dt + S(t)dw (A1)

if and only if it admits a standard deterministic symmetry, i.e. a symmetry of the form

24)) where ¢,, = 0.
Moreover, it can be mapped into the target non-Ito — but also integrable — form

dy = F(t,w)dt + S(t,w)dw (A.2)

if and only if it admits a general standard symmetry (24]).

A.1 The Kozlov map

We recall preliminarily that if the evolution of the random variable x = z(t) is governed
by the Ito equation

dr = f(x,t)dt + o(z,t)dw (A.3)
and we operate a change of variable by
y = @z, t;w)

(note that both ¢ and w are unaffected by the change of variable) then the evolution of
y = y(t) is governed by
oo 0P O 1
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where as usual A is the Ito Laplacian.

We assume that the change of variables is non-singular (that is, ®, # 0) and denote
the inverse change of variables by

v = {(y,t;w) ;

we have of course also &, # 0.
Taking into account the equation for dz, we have

dy = <g—f (x,t) + %—(f + %A(@)) dt + <g—i o(z,t) + g—i) dw
= F(z,t;w) dt + S(z,t;w) dw
FlE(y, t;w), t;w] dt + S[E(y, t;w), ¢ w] dw

= F(y,t;w) dt + S(y,t;w) dw .

Now we note that, as t and w are not touched by our changes of variables,

9 _ (%) 9.
oy  \oy/) ox’

in particular, this means that

oF oF
e

(A.4)
08 o8

In other words, we can check the independence of F and S on y by checking the
independence of F' and S on z. We note in passing that if F, = 0, S, = 0 — and hence
ﬁyzo, gyzo,thenf:F,ng.

Now let us introduce the function

(x,t;w) = _1
(10 ] T aé/ax 9
with this, we can also write
B, tw) = /# da (A5)
) el tw) T '

We can rewrite F'(x,t;w) and S(z,t;w) defined above in terms of ¢. Using

B, = 1o, B = - / (o)) dz, @y = — / (Puf¢?) di

(I):c:c = - 90:(:/9027 (I):cw = - (,Dw/(p2, (I)ww = /[(2903;/903) - (‘wa/‘ﬁﬂ)] dx,
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we obtain promptly

_f Pt
F= @ (/sozdx>

_ 1 2 Pz Pw / Puww 2(;03;

5 |:0' 2 + 20 2 + 2 =R dx| , (A.6)
g Pw

S = — — /— dx . AT
” 2 (A7)

Note that possible dependencies of F' and S on w only arise through ¢; thus if ¢,, = 0,
necessarily F, = 0= 9,,.

We do now have to compute the x derivatives of F' and S. This is a matter of standard
calculus, and we get

oF 1 1
8_ = T 3 |:90t + f‘:psc - f:c‘p + = (0290xx + 20pp0w + Spww)
T %) 2
1 1
— E (00202 + Oxpw) + E (‘72%% + 2000w + cpfu) , (A.8)
oS 1
o - — — (pw + 0Pz — 0z p) (A.9)

We stress that so far ¢ is a completely arbitrary (twice differentiable) function.

A.2 Symmetry as a sufficient condition

Let us now assume that the vector field
Y = o(z,t;w) 0y

is a (standard) symmetry for the equation ([A.3]). Thus it satisfies the determining equa-
tions (7)), (8) with » = 0.
It is immediate to check that in this case it follows immediately from (A.9) that S, = 0.
The situation is slightly more involved for (A.8]); in studying this we have to consider
both (7) and (). It is actually convenient to first consider only (8). Using this, we have

oF

1 1
O = - E |:90t+f90m_fm90 + 5(0290mm+2090mw+90ww):|

o 1
— j; (0pe + 0up — 00z) + e (002 + 2005 (000 — 0p)
+020* — 200,00, + 07 p2)
1 1
= - E |:90t+f90m_fm90 + 5 (0'290mm+20'90mw+90ww):| . (AlO)

It is then immediate to check that if (7)) holds as well, we have F, = 0.

In other words, we have shown that if p(z,t; w) satisfies the determining equations for
standard symmetries, see (7)), (), then the transformed equation is necessarily of the form
([A22). Moreover, as noted above, if we actually have a deterministic standard symmetry,
ie. ¢ = ¢(x,t), then F and S do not depend on w, and we are in the case of (A.T]).
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A.3 Symmetry as a necessary condition

In order to prove that symmetry is not only a sufficient condition but also a necessary
one for integrability — i.e. for the possibility to map the equation into the form (A.2)) — it
suffices to run our computations backwards.

In fact, the formulas (A.8]) and (A.9]) for the x derivatives of the transformed drift and
noise coefficients are completely general, and integrability amounts to the existence of a
map @, i.e. of a generating function — in the sense of [A.H]) — ¢ for this.

It is evident that S, = 0 implies that ¢ satisfies the second determining equation (8)).
As we have just seen, if this equation is satisfied, then F) is given by (AT0), so that the
vanishing of F, is now tantamount to ¢ satisfying the first determining equation (7)) as
well.

Finally we note that we can invert (A.6) and (A.7)) to obtain f and o in terms of F, S
and . It is apparent that if F;, = 0 = S, then it will also be f,, =0, o, = 0 provided
we choose the generating function as ¢, = 0.

A.4 Examples

Example A.1. Consider the Ito equation
1
dx = (1 + \/5> dt + Vr dw. (A.11)
This admits the standard deterministic symmetry Y = \/xd,. With the change of variable
1
y = / —dx = 2z
¥
and using Ito formula, we get that the evolution of y is governed by the Ito equation
dy = dt + dw . (A.12)
Example A.2. Consider the Ito equation
dr = (:172 + x?’) dt + x* dw. (A.13)
This admits the standard deterministic symmetry Y = 220,. With the change of variable

1 1
yZ/—d:E:——
® x

and using Ito formula, we get that the evolution of y is governed by the Ito equation

dy = dt + dw . (A.14)

Example A.3. Consider the Ito equation

dr = €* dt + dw. (A.15)
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This admits the standard random symmetry Y = explz — w]|d,. With the change of

variable )
y = /—d:z: = — ¥ 7T
®

and using Ito formula, we get that the evolution of y is governed by the stochastic differ-
ential equation

dy = e”dt ; (A.16)

this is not in Ito form.

Example A.4. Consider the Ito equation
x
dr = (5 + v(t)) dt + (x + u(t) dw, (A.17)

with w, v arbitrary functions. This admits the standard random symmetry Y = exp|w]d,.
With the change of variable
1
y = /—d:z: = —e Y2
¥

and using Ito formula, we get that the evolution of y is governed by the stochastic differ-
ential equation

dy = e [(v(t) — u(t)) dt + u(t) dw] ; (A.18)

this is in general (that is, unless u(t) = v(t) = 0) not in Ito form.
Choosing e.g. u(t) =1 =v(t), we get

dy = e dw . (A.19)

B Relations to the Kozlov classification

As mentioned in the Introduction, a classification of standard deterministic symmetries
for scalar Ito equations was also provided by Kozlov [I§]; in this Appendix we want to
briefly discuss the relations of our classification to Kozlov’s one.

We will focus on symmetries for autonomous equations with constant noise,

de = f(z)dt + sdw . (B.1)

We note that Kozlov observes that one can always reduce to this case, and hence discusses
a classification of such equations

If we know a symmetry of equation (B.1), we can use it to find a change of variable and
solve the equation. In particular, the symmetries of equation (Bl with different drifts
(when there is a symmetry) are given — by our classification — in Table [Il

On the other hand, Kozlov provides a table of results, which we report — modifying
notations so to adapt these to our present ones (note we also separate the two cases with
f(x) =0) —in Table[d
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fx) | oz, tw)
0 1
0 x
ajx x

Table 6. The adapted Kozlov’s Table 1 from [I§]

It is immediate to note that our Table [I] differs in several ways from Kozlov’s table, see
Table [G} it is appropriate to discuss the reason for these differences.
The reasons are thred] (at least)

1. In Kozlov paper [I8], equations related by a change of variables are in the same class.

2. The Kozlov paper [19] considers ¢ transformations acting on t as well, while we only
consider transformations with generator (24)).

3. In Kozlov classifications, only deterministic standard symmetries are considered, and
not random ones (for the good reason the latter had not been introduced yet at the
time of publication); in other words, the function ¢ being the coefficient of 9, in the
symmetry vector field is ¢ = ¢(x,t) in [19], while in the present work we consider

= p(z,t;w).

The determining equations are, when r = 0, ¢ does not depend on w and there are no
t-transformations:

1
ot + [z — ofe + 50-290mm =0 (B.2)
0z — wog =0
(remark that in this case, the quotient ¢ /o do not depend on x).
Then
y = &(z,1) -—/ L. (B.4)
) et '
and
od o 1 ,0%°
dy = +—d — + 0| dt B.5
v ax””+<at 27 8x2> (B.5)
that is,
1 P L 2¢a

5Needless to say, there is another difference concerning what is discussed in Remark 9, which concerns
W-symmetries; these were completely absent from Kozlov’s investigation (again, they were not present in
the literature at the time). This difference is not so relevant, as it turns out proper W-symmetries are
present only for constant noise (and for the case o = sz, not considered here being already studied in the
literature).
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Since
dr = f(x,t)dt + o(z,t)dw (B.7)
we get (see equation (3.5) in Kozlov [18]):
1 x
dy = (i— %daz——azw—> dt—l—zdw. (B.8)
@ @ 2 @ @
The transformed equation is
dy = fly,t)dt + &(y,t)dw, (B.9)
where
f(y7t) = i_/%dx - 102(’0_;7 a(y,t) = z) (B.10)
@ @ 2 9 @
and we can show that these functions do not depend on y (g—; = ). In fact,
~ 1 1 epvery
fy = _; <90t + for — fzp + 50-2909090) + %(U(pm - Um‘p) =0, (B'll)
- 1
oy = —;(m,pm — o) =0. (B.12)

C Conservation of symmetries under a change of variables

As recalled at the beginning of Section [6.2 standard symmetries are conserved under a
change of variables.

It seems this fact was first formally proven by C. Lunini in her Thesis (see [24]25]
for published versions of the result), based on the equivalence between symmetries of
an Ito equation and of the corresponding Stratonovich equation, and the transformation
properties of Stratonovich equations. We now provide a direct proof of this fact in the
scalar case. The computations are similar to those met in [24] and in Appendix A to [26],
but focused in a different direction.

We note that the result recalled in Remark 3 (quoting [26]) mean this preservation of
symmetries does not hold for W-symmetries.

C.1 Change of variables in the Ito equation

First of all we note that given an Ito equation (Il) and a change of variables = = g(x,t)
with inverse x = &(Z,t), the new variable z satisfies the Ito equation (also dubbed “the
new equation”)

di = f(@,t)dt + (7, t)dw (C.1)

where

~ ~ |og dg 1 5 0%
f(ﬂj‘,t) = |:E + fa—x + 50' W e s (C2)

5,1 = [0’ 99 (C.3)

Ox } v=E@1)
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These equations follow immediately from Ito formula; the necessary computations have
been considered in Section [ for the special case of g(x,t) as in (30]).

Note that the change of variables is well defined provided g, # 0, and hence &, # 0;
we assume these in the following.

C.2 Change of variables in the determining equations

Now we recall that, as seen in Section 2.3] the system of determining equations ([7), () can
be rewritten as the equivalent first order system (I3]), (8]) (we stress that (I3]) is equivalent
to ([[) only on the set of functions satisfying (8]), which itself depends on o but not on f),
where the modified drift F' is identified by (I2). Repeating here these formulas for ease of
reference, we have to deal with the system

0t + by — by + roo, =0,

~—~
Q
=~
S~—

Yw + 09y — oy — 1o = 0;
1

b::f—iaam.

We now consider the change of variables

—~
Q
(S

~—

T =glxt)y, t=1t, w = w,
with inverse change of variables
x =&@t), t=1t, w=w.

These entail

[ 9g _ dg _ a..
am— (%)afa 81&—8{_‘_ <8t>657 aw—awv

note that all functions on the r.h.s. should be considered as evaluated in z = £(7,t); in
the following we will omit this specification — even through the notation used in (C.2),
(C.3) above — for notational simplicity.

Similarly, we have

_ (9% _ o€ o
o = () o =a+ (%) o 0 = o

here all functions on the r.h.s. should be evaluated in = = g(z,1t).
Note for later reference that we can write

1
gng—f;gt:—%. (C.6)

This follows at once from considering the Jacobians J and J of the direct and inverse

changes of coordinates,
_ 9z Gt T gi ft
=G e) - 9)
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and recalling that J=J"1
Now we pass to consider the vector field

Y = p(z,t;w) 0 + rwdy ;

in the new variables this reads

9g(z,t)

x ng(ivt)

Y = |o(z,t;w) Oz + rwdy = 0z + rwdy, .

We have thus defined a new function, ¢ given in fully explicit form by

&(E,t,w) = gx[f(%ﬂt)?t](P[f(%vt)vuw] : (07)

We do now want to express the symmetry condition for the old equation (Il) in terms
of the new variables; our task is to show that — under an additional condition also related
to W-symmetries, see below — this is equivalent to the symmetry condition for the new
equation.

We start by expressing the derivatives of ¢(x, t; w) as derivatives of the function @ (%, t: {E).
By standard computations, and using the relations (C.6), these are

~ Jrz \ ~
Pz = Pz — < 2> ¥
9z
_ 1 ~ gt ~ gzt ~
Pt = — e+ =)vz — (=5 ]|®¥
Pw = — | Puw
9z

Substituting these in the determining equations written in first order form, see (C4)
above, using the assumption g, # 0 (the equations are multiplied by this factor), and
recalling it is understood that all functions of (x,t) — here written within brackets —
should be evaluated in z = £(Z,t), we have

G+ (90 + 90) B — (bx + gg—b+%> F o+ (geoa) = 0,
fut 00— (B0 4 o) § - rla0) = 0,
(C.8)
Let us define the functions (where o should be thought as the new noise)
E(f’ t) = [gzb + gt]ng(g,t) ) (C.9)
o(@,t) = [gs U]ng(g,t) . (C.10)

With this notation, the determining equations (C.4]) for symmetries of the original
equation are written in the form
~ T~ ~ 7 ~ ~ ~ |~ Jxx ~
ot + boz — @bz + rooy + T’O’|:O'§ — <9—2>0} =0,
x
Ow + 0@z — poz —ro —ro = 0; (C.11)
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here we have used the identity

~ ~ 1 rx
(Ui) = 050 = —0, (ng') = 0y + <9_2> 9z Oz

Gz

~ (gm> -
oy =0z — (=5 ] 0.
9z
Standard symmetries
Let us now first look at the case r = 0. In this case the (CI1]) read

which yields

©or + 555—6554-7‘555:0,
ow + o9z — poz —ro = 0; (C.12)

they are the determining equations for symmetries of a transformed equation with noise

o(z,t) and a drift f(z,t) such that

b(@,t) = f — %a 5y . (C.13)

Our next task is thus to determine what is the fcorresponding to b and & given by (C.9)
and (CI0). _

In fact, recalling how b is written in terms of f and o, the function b(z,t) is given in
terms of f(z,t) and o(z,t) as:

~ 1
b = [gt + s <f - 50%>] : (C.14)
x=&(Z,t)

Hence, requiring (C-13) to be satisfied means defining f as

b = f—%aag, (C.15)

where fis new drift, and then

~ o~ 1. 1
f: b + 50’0’5: <gt+gxf—i— 50'295050) (016)
ng(ivt)
which fits exactly equation (C.2)).
We conclude that: standard symmetries of an Ito equation are preserved under a change
of variables.

Proper W-symmetries

The discussion conducted above can be repeated in the case with r % 0; but now the
equations (C.IT)) differ from the determining equations for the transformed equation due
to the presence of the extra term

Jrz |\ ~
r <E> G2 = T Gup 0° . (C.17)
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As we assumed r # 0, and of course o # 0, this vanishes only for g,, = 0. Recalling that
gz = 1/o and hence g, = 0,/ o2, this requirement amounts to o, = 0, i.e. to requiring
that the noise coefficient is constant in space (while it may vary in time).

We conclude that: proper W-symmetries are preserved under a change of variables if
and only if the noise coefficient satisfies o, = 0.

This confirms the analysis in [28§].

D Non-existence of W-symmetries for simple non-constant
noise

We have seen in Sect. [0 that in the case of constant noise, o(x,t) = s, there are W-
symmetries for cases A and B (no W-symmetry is present for case C). We have then
stated, in Section [f] (see in particular Remark 12) that no W-symmetries exist in the case
of simple non-constant noise. In this Appendix we prove this assertion.

First of all we note that, as obvious from Remark 9, W-symmetries can exist only if
standard symmetries exist. This means we can just consider the cases identified in Section
[6], see in particular Table[d obviously we have to bind ourselves to cases A and B in there.

We will consider the f(z,t) identified by our Table d and look for W-symmetries in
these cases by considering directly the determining equations ([7]) and ({]).

For a simple noise, o(z,t) = sz¥, the equation (§) — which does not depend on f, but
only on ¢ — reads

ow + szFp, — skaFty = rsab. (D.1)

This is a linear (non-homogeneous) equation for ¢(z,t;w), and is solved by the method
of characteristics, yielding (as usual we assume k # 0, k # 1)

platiw) = ahylst) — ., (D.2)
where we have defined
1

2= w4+ ——— 7, (D.3)

s(k—1)

We could then plug this expression for ¢ into (7)), obtaining a complex equations which
we will not write in general; we will instead consider its form for f(x,t) as provided by
the cases A and B of our Table [l

D.1 Case A

In case A, we have f(z,t) = cx® + (1/2)s%ka*~1, and () reads
ks*r a1 4 [er + ¢y — (¢/s):] @ = 0. (D.4)

Having assumed k # 1, the coefficient of the two different powers of x have to vanish
separately, and the vanishing of the coefficient of z2*~! requires, in view of our assumptions
s # 0, k #£ 0, that » = 0; this in turn implies there are no proper W-symmetries.
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D.2 Case B

In case B, we have f(z,t) = cosz® + (c1/(1 — k))z 4 (1/2)s?kz?*~1; the equation (7)) reads
then

_ C
2k1+

S(Tl_l)wzx + [cosr — ey + b — o] 2F = 0. (D.5)

ks’ra
As we exclude the case k = 1, the coefficient of these different powers of x have to vanish
separately, and in particular the vanishing f the fist term — as we assumed s # 0 and k # 0
— requires necessarily » = 0. Thus no proper W-symmetries are present.

D.3 A reminder on the multiplicative noise case

We should stress once again that our result on non-existence of proper W-symmetries for
simple noise o(z,t) = sz* holds under our assumptions k& # 0 (we have seen in Sect[H]
that in this case there are proper W-symmetries, at least in cases A and B) and moreover
k #£ 1, excluding the case of so called multiplicative noise. This assumption is due to the
fact such a case has been thoroughly investigated before [28], studying in detail also the
non-autonomous case.

It should be recalled that for multiplicative noise there are proper W-symmetries, both
in the autonomous and non-autonomous case; see Theorem 1 in [28] — in particular, cases
(e) and (h) therein — for details.

E Explicit computations in the general case

In Sect. [ we stated that the general case — that is, general noise and non-autonomous
equations — can be dealt with in the way developed here, albeit in that one cannot get an
explicit classification.

In this Appendix we want to illustrate the computations needed to discuss such a
case; obviously one should focus on a given noise term, and only in this restricted case
sufficiently explicit results can be obtained. We will thus consider several examples of this
situation, starting from rather trivial ones.

In the simplest example we will give full detail of the computations to make completely
clear all of our procedure; in the following examples we will omit trivial details.

E.1 Example 1

As a first example, let us consider the case where the noise term is
o(x,t) = et (E.1)

(thus the Tto equation becomes asymptotically a deterministic one). In other words we
want to determine for which form of the drift term f(z,t) the equation

de = f(z,t)dt + e 'dw (E.2)

admits a symmetry. Note that adding a multiplicative constant to o and/or a constant in
the exponent would lead to equivalent computations.
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As per our general procedure, we consider the change of variables

y= g(x,t) = /% dx | (E.3)

o(x,t)

with inverse x = £(y,t). With our choice for o, this means that the direct and the inverse
changes of variable are

y = ez = gla,t); x = ety = Ey,t).

By Ito formula, and as usual with A the Ito Laplacian,

Oy dg
dy = md + ot

3}
= ¢ [f(z,t)dt + e tdw] + e zdt
= ¢ [f(z,t) + 2] dt + dw

= ¢ [f(Eyt).t) + &, t)] dt + dw
= ¢ [f(e y,t) + e_ty] dt + dw
= F(y,t)dt + dw .

dt + A( ) dt

(,
(,

This equation is of the form studied in Sect[5] with s = 1; we know from our discussion
there (see also Table 1, where x should be replaced by y and one should set s = 1) that
there can be standard symmetries if and only if F(y,t) is in one of the following forms:

(A) F(yvt) = \IJA(y7t) = /(t)a
(B)  F(y.t) = ¥p(y,t) = a(t) + B'(t) y,
(C)  Flyt) = Ycly,t) = A(t) + b(t) exp[By].

Correspondingly, the symmetries Y = ®(y, t; w) 0, will be identified by

S

(4)  Paly,tw) = Ply—w—H(t)),
(B) @y, t;w) = exp[B(t)],
(@) ®cly,tiw) = explf(y —w—A))] .

We should also note that

Thus the symmetries will be expressed in the x variable as
Y = ®u(y,t;w) 0y = e @y (g(x,t),t;w) 0y = pa(z,t;w) 0y (E.4)

We have to express these facts in terms of the original random variable x (rather than
y). As for F'; we have seen above that

F(y,t) = € [fle”'y,t) + e y] ,
which can also be written as

F(elz,t) = e [f(z,t) + 2] ;
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this in turn implies
flx,t) = et F(e'a,t) — x . (E.5)

We have then to apply this formula to the three admissible cases for F(y,t) = ¥,(y,t)
enumerated above. We obtain

(A)  flz,t) = falz,t) = e"H'(t) — =,
) = felz,t) = e tat) + 2B'(t) — =,
() ft) = folwt) = ¢ [At) + explfelal b)] — @
Correspondingly, the coefficients of the symmetry vector fields expressed in the z vari-
able are

x,t
x,t

>
=

(A) @A(l‘,t;’w) = e_t P[etﬂ;‘ —w = H(t)] )
(B) ez, t;w) = exp[-t + B(t)],
(C)  pel@t;w) = exp[—t + B(e'z —w—A(t))] .

One can check by direct computations that these ¢,, together with the F; given above
(where a = A, B, C), satisfy the determining equations (7)), (8]).

E.2 Example 2

As a second Example, we consider the case of an autonomous equation, with a non-simple
noise. More specifically, we consider

o(z) = sin®(z) . (E.6)

In this case, we want to restrict our attention to autonomous Ito equation; that is, the
drift coefficient will also be assumed to be a function of x alone, f = f(x), and we consider
equations of the form

dr = f(x)dt + sin®(z)dw . (E.7)

In this case we have

1
y = g(z) = /@dm = — cot(z) ;
the inverse change of coordinates is
1
= £(y) = —arccot(y) ; % - o
Proceeding as above, we get
dg dg 1
= = —dt - A
dy axda: + 8td t 3 (g)dt

= (CSC2($)JC($) — cos(x)sin(z)) dt + dw
= F(y)dt + dw.
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In the last step it is understood that z is seen as x = £(y).
Thus f(x) is expressed in terms of F(x) as

f(z) = sin®(z) [Flg(z)] + sin(z) cos(z)] . (E.8)
We get, with the same notation as above,

falz) = sin®(x) [c + sin(zx) cos(x)] ,

fe(z) = sin®(z) [co — e cot(z) + sin(z) cos(z)] ,

fo(x) = sin®(z) [co + c1 exp[—f cot(z)] + sin(z) cos(x)] .

Similarly, proceeding as in Example 1, we obtain that

oa(z,t;w) = sin®(z) P[—cot(x) —w —ct] ,

op(z, t;w) = sin®(z) exple; ] ,

ooz, t;w) = sin?(x) exp[—f (cot(x) +w + cot)] .

Direct substitution in ([7), (8]) shows again that indeed f, and ¢, satisfy the determining
equations for the o(x) we are considering.

E.3 Example 3

Finally, let us consider a case where o does actually depend on both x and . We choose
olz,t) = et V. (E.9)

In this case we get

y = glx,t) = 2o, £(y,t) = %yQ e, %éyy’t) = ' Vr.
Using Ito formula as above, we get
et (8e*z + 4€e* f(z,t) — 1)
dy = ( Iz dt + dw
= F(y,t)dt + dw .
This yields
flz,t) = ie‘zt (1 + 4€' Flg(z,t),t] vz — 8e*a] . (E.10)
The usual procedure gives
falz,t) = %e_% (1 + 4e' Vo H'(t) — 8e*z) |
1
fe(z,t) = 1 e (1 + 4e' vz (a(t) + 26" VaB'(t)) — 8e*z) |
folz,t) = ie_% (1 + 4e' Vo (A'(t) + b(t) exp[2Be' vz]) — 8e*z) ;
@A(xat;w) = e—tﬁppet r - w - H(t)]7
pp(etiw) = VT B0
vo(z, t;w) etz exp [—B (A(t) + w — 2€ \/E)] )

Once again, direct substitution in (7)), (8) shows that o(x,t), fo(z,t) and ¢ (x,t;w)
satisfy the determining equations.
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E.4 Example 4

In our previous Examples we have actually performed the computations taking the Ito
equation to its standard form, imposed them to be of the symmetric type, and verified
that these lead to the expected form for the original drift coefficients. In other words
we have verified that our general construction leads, when applied to equations with the
considered noise terms, to the equations predicted in general by Proposition 3 and in the
autonomous case by Proposition 4.

The real use of the Propositions given in Section [[l however, is just to avoid these
computations, providing a closed form formula for their result.

Thus we consider e.g. the noise term

o) = YT (E.11)

1 4 ¢2

Then Proposition 4 states that the drift terms — and the corresponding symmetry vector
field coefficients — are given by

fa(z,t) = m (1 — 162t® + 4y/zH' (t)t* — 162t + 4y/zH' (1)) ,
ez, t) = m [1—162t® + 4V (at) + 2 (£ + 1) VaB'(t)) t*
—16zt +4v/x (a(t) + 2 (> + 1) VaB'(t))] ,
fole,t) = m [1 — 16283 + 47 (e2ﬁ(t2+1)ﬁb(t) + A’(t)) 2
160t +4v/@ (V) + A (1)) |
x X 2 —w —
oa(tw) = VT P2z (tt;;ll) H(t)]
eBO . /x
pp(z, tiw) = % :
65(2\/§(t2+1)—w—A(t)) =
(,DC(JE,t;U)) = t2—|—1 \/7 .

As usual, checking that the ¢, (x,t;w) are indeed symmetries of the Ito equations with
drift f,(x,t) and the considered noise term amounts to a standard computation.

It goes without saying that a direct classification of the Ito equations with this noise
term admitting symmetries, and of the corresponding symmetries, would require a sub-
stantial effort.
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